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Preface

Automation via feedback is not new. Early application of automatic control prin-
ciples appeared in antiquity, and widespread use of automation began in the nine-
teenth century when machinery was becoming the dominant method for manu-
facturing goods. Great advances have been made in theory and practice so that
automation is now used in systems as commonplace as room heating and as excit-
ing as the navigation of interplanetary exploration and telecommunications. The
great change over the recent years is the integral—at times essential—role of au-
tomation in our daily lives and industrial systems.

Process control is a sub-discipline of automatic control that involves tailoring
methods for the efficient operation of chemical processes. Proper application of
process control can improve the safety and profitability of a process, while main-
taining consistently high product quality. The automation of selected functions
has relieved plant personal of tedious, routine tasks, providing them with time and
data to monitor and supervise operations. Essentially every chemical engineer de-
signing or operating plants is involved with and requires a background in process
control. This book provides an introduction to process control with emphasis on
topics that are of use to the general chemical engineer as well as the specialist.

GOALS OF THE BOOK

The intent of this book is to present fundamental principles with clear ties to
applications and with guidelines on their reduction to practice. The presentation
is based on four basic tenets.



Fundamentals

First, engineers should master control technology fundamentals, since there is no
set of heuristics or guidelines that can serve them through their careers. Since
these fundamentals must be presented with rigor, needed mathematical tools are
presented to assist the student. It may be worth recalling that these principles were
selected because they provide the simplest approaches for solving meaningful
problems.

Practice

Second, we are not efficient if we “start from scratch” every time we encounter
a problem; similar situations can be analyzed to develop guidelines for a defined
set of applications. Also, the fundamental concepts can be best reinforced and
enriched through the presentation of good engineering practice. With this per-
spective, important design guidelines and enhancements are presented as logical
conclusions and extensions to the basic principles. Coverage of implementation
issues includes pitfalls with the straightforward “textbook” approaches along with
modifications for practical application.

Complexity

Third, the presentation in this book follows the guideline “Everything should be
made as simple as possible, and no simpler.” Naturally, many issues are easily
resolved using straightforward analysis methods. However, the engineer must un-
derstand the complexity of automating a system, even when a closed-form solution
does not exist at the present time.

Fourth, design is a capstone topic that enables engineers to specify, build and oper-
ate equipment that satisfies predetermined goals. Currently, closed-form solutions
do not exist for this activity; thus, a comprehensive design method for managing
the numerous interlocking design tasks is presented along with a step-by-step ap-
proach to guide the engineer through problem definition, preliminary analysis of
degrees of freedom and controllability, and selecting process and control structures.
Many guidelines, checklists, and examples aid the student in making well-directed
initial decisions and refining them through iterations to achieve the design goals.

THE READERS

Hopefully, readers with different backgrounds will find value in this treatment of
process control. A few comments are now addressed to the three categories of
likely readers of this book: university students, instructors, and practitioners.

Students

Many students find process control to be one of the most interesting and enjoyable
courses in the curriculum, because they apply the skills built in fluid mechanics,
heat transfer, thermodynamics, mass transfer, and reactor design. This presentation



emphasizes the central role of the process in the performance of control systems.
Therefore, dynamic process modelling is introduced early and applied throughout
the book. To help students, realistic process systems are studied in solved examples.

The student may notice two important differences from other courses. First,
process control is often concerned with operating plants in which process equip-
ment has been built. Thus, the proper answer to the question “how can the exchanger
outlet temperature be raised to 56°C?” is not “increase the heat transfer area”; per-
haps, the modification to operation would be “increase the heating medium flow
rate.” Second, process control must operate over a wide range of conditions in
which the process behavior will change; thus, the engineer must design controls
for good performance with an imperfect knowledge of the plant. Deciding op-
erating policies for imperfectly known, non-linear processes is challenging but
provides an excellent opportunity to apply skills from previous courses, while
building expertise in process control.

Instructors

The book is flexible enough to enable each instructor to structure a course covering
basic concepts and containing the instructor’s special insights, perhaps placing
more emphasis on instrumentation, mathematical analysis, or a special process
type, such as pulp and paper or polymer processing. The fundamental topics have
been selected to enable subsequent study of many processes, and the organization
of the last three parts of the book allows the selection of material most suited for
a particular course.

The material in this course certainly exceeds that necessary for a single-
semester course. In a typical first course, instructors will cover most of Parts I-III
along with selected topics from the remainder of the book. A second semester
course can be built on the multivariable and design material, along with some non-
linear simulations of chemical process like binary distillation. Finally, some of the
topics in this book should be helpful in other courses. In particular, topics in Parts
IV-VI (e.g., selection of sensors, manipulated variables and inferential variables)
could be integrated into the process design course. In addition, the analyses of
operating windows, degrees of freedom, and controllability are facilitated by the
use of flowsheeting programs used in a design course.

Practitioner

This book should be useful to practitioners who are building their skills in process
control, because fundamental concepts are reduced to practice throughout. The
development of practical correlations, design rules, and guidelines are explained
so that the engineer understands the basis, correct application and limitations of
each. These topics should provide a foundation for developing advanced expertise
in empirical mode! building, loop pairing, centralized Model Predictive Control,
statistical process monitoring and optimization.

COMPUTER TOOLS AND LEARNING AIDS

Computers find extensive application in process control education, because many
calculations in process control education are too time-consuming to be performed

Computer Tools and
Learning Aids



Preface

by hand. To enable students to concentrate on principles and investigate multiple
cases, the Software Laboratory has been developed to complement the topics in
this book. The software is based on the popular MATLAB™ system. A User’s
Manual provides documentation on the programs and provides extra problems
that students can solve using the software.

Computers can also provide the opportunity for interactive learning tools,
which pose questions, give students hints, and provide solutions. The Process
Control Interactive Learning Modules have been developed to help students en-
hance their knowledge through self-study. This is available via the WEB.

To learn about these and other complementary learning materials, visit the
Internet site established at McMaster University for process control education,
http://www.pc-education.mcmaster.ca.
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Symbols and
Acronyms

Process control uses many symbols in equations and drawings. The equation sym-
bols are presented here, and the drawing symbols are presented along with common
process sketches in Appendix A. The symbols selected for this Table are used mul-
tiple times in the book and explained only where they are first used. If a symbol is
used only once and explained where used, it is not included in this table. Each entry
gives a short description and where appropriate, a reference is given to enable the
reader to quickly find further explanation of the symbol and related technology.

Symbol

Description and reference

Cross-sectional area of a vessel

Fraction of component i

Amplitude ratio, equations (4.70) and (4.72)

Analog to digital signal conversion, Figure 11.1
Concentration (mol/m?); subscript indicates component
Control design form, Table 24.1

Heat capacity at constant pressure
Process capability, equation (26.7)

Process capability, equation (26.8)

Heat capacity at constant volume
Valve characteristic relating pressure, orifice opening, and flow
through an orifice, equation (16.13)

XXV
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Symbol
CSTR
Ccv
cv;
cv/f

CVp,

D(s)
DCS

DMC
DOF
D/A

ESf

fc

Fp
F
fo

ftune
Fy
A Frax

G(s)

Description and reference

Continuous-flow stirred-tank chemical reactor
Controlled variable

Inferential controlled variable

Future values of the controlled variable due to past changes in
manipulated variable

Measured value of the controlled variable
Disturbance to the controlled process

Denominator of transfer function, characteristic polynomial,
equation (4.42)

Digital control system in which control calculations are
performed via digital computation

Dynamic matrix control, Chapter 23

Degrees of freedom, Table 3.2

Digital-to-analog signal conversion, Figure 11.1

Error in the feedback control system, set point minus controlled
variable, Figures 8.1 and 8.2

Activation energy of chemical reaction rate constant,

k = koe E/RT

Future errors due to past manipulated variable changes

Flow; units are in volume per time unless otherwise specified
Fail close valve

Flow of coolant

Flow rate of distillate

Flow of heating medium

Fail open valve

Flow rate of reflux in distillation tower

Detuning factor for multiloop PID control, equation (21.8)
Flow rate of vapor from a reboiler

Largest expected change in flow rate, used to tune level
controllers, equations (18.12) and (18.13)

Transfer function, defined in equation (4.45) for continuous
systems and equation (L.14) for digital systems

The following are the most commonly used transfer functions:
The argument (s) denotes continuous systems. If digital, replace
with (z).

G.(s) = feedback controller transfer function (see Figure 8.2)
G4(s) = disturbance transfer function

G, (s) = feedback process transfer function

G (s) = sensor transfer function

G, (s) = valve (or final element) transfer function



Symbol

HSS
AH,
AHpz,

IAE

Description and reference

Gp(s) = controller transfer function in IMC (predictive
control) structure, Figure 19.2

G s (s) = filter transfer function which influences dynamics but
has a gain of 1.0

G (s) = feedforward controller, equation (15.2)

G (s) = transfer function between input j and output i in a
multivariable system; see Figure 20.4

Gn(s) = model transfer function in IMC (predictive control)
structure, Figure 19.2

G} (s) = noninvertible part of the process model used for
predictive control, equation (19.14)

G, (s) = invertible part of the process model used for predictive
control, equation (19.14)

GoL(s) = “open-loop” transfer function, i.e., all elements in
the feedback loop, equation (10.24)

Film heat transfer coefficient

Enthalpy, equation (3.5)

High signal select, Figure 22.9

Heat of combustion

Heat of chemical reaction

Constant to be determined by initial condition of the problem
Integral of the absolute value of the error, equation (7.1)
Integral of the error, equation (7.4)

Integrating factor, Appendix B

Internal model control; see Section 19.3

Integral of the product of time and the absolute value of the error,
equation (7.3)

Integral of the error squared, equation (7.2)

Rate constant of chemical reaction

Rate constant of chemical reaction with temperature dependence
Matrix of gains, typically the feedback process gains
Feedback controller gain (adjustable parameter), Section 8.4
Vapor-liquid equilibrium constant for component i

Steady-state gain between input j and output i in a multivariable
system, equation (20.11)

Steady-state process gain, (Aoutput/Ainput)

An additional term to specify the sign of feedback control when

the controller gain is limited to positive numbers,
equation (12.12)

Value of the controller gain (K.) for which the feedback system
is at the stability limit, equation (10.40)

)

Symbols and
Acronyms
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Symbol

LSS
A Lmax

MIMO

MV

N(s)

NV
OCT

AP
PI
PID

QDMC

ri

RDG
RGA
RVP

SPC

Description and reference

Level

Laplace transform operator, equation (4.1)
Low signal select, Figure 22.9

Largest allowed deviation in the level from its set point due
to a flow disturbance, used to tune level controllers, equations
(18.12) and (18.13)

Multiple input and multiple output

Model predictive control

Manipulated variable, Figure 8.2

Molecular weight

Numerator of transfer function, equation (4.42)
Number of equations

Number of variables

Octane number of gasoline, equation (26.3b)

Pressure
Period of oscillation

Performance at operation (interval) j, equation (2.3)
Proportional band, Section 12.4

Ultimate period of oscillation of feedback system at its stability
limit, equation (10.40)

Pressure difference
Proportional-integral control algorithm; see Section 8.7

Proportional-integral-derivative control algorithm; see
Section 8.7

Heat transferred

Quadratic Dynamic Matrix Control

Rate of formation of component i via chemical reaction
Gas constant

Relative disturbance gain, equation (21.11)

Relative gain array, equation (20.25)

Reid vapor pressure of gasoline, equation (26.3a)
Laplace variable, equation (4.1)

Maximum slope of system output during process reaction curve
experiment, Figure 6.3

Variance (square of standard deviation) for a sample
Safety interlock system, Section 24.8

set point for the feedback controller, Figure 8.2
Statistical process control, Section 26.3



Symbol Description and reference XXix

t Time

T Temperature Sy':::;i;:g
T, Ambient temperature

Ty Derivative time in proportional-integral-derivative (PID)

controller, Section 8.6

T; Integral time in proportional-integral-derivative (PID)
controller, Section 8.5

Tia Lead time appearing in the numerator of the transfer function;
when applied to feedforward controller, see equation (15.4)

T, Lag time appearing in the denominator of the transfer function;
when applied to feedforward controller, see equation (15.4)

8% Time for the output of a system to attain 28% of its steady-state
value after a step input, Figure 6.4

163% Time for the output of a system to attain 63% of its steady-state
value after a step input, Figure 6.4

At Time step in numerical solution of differential equations
(Section 3.5), time step in empirical data used for fitting
dynamic model (Section 6.4), or the execution period of a digital
controller (equation 11.6)

AT Temperature difference

Tr Reset time, Section 12.4

U Internal energy, equations (3.4) and (3.5)

U@) Unit step, equation (4.6)

UA Product of heat transfer coefficient and area

v Valve stem position, equivalent to percent open

Vv Volume of vessel

w Work

X; Fraction of component i (specific component shown in
subscript)

Xp Mole fraction of light key component in distillation bottoms
product

Xp Mole fraction of light key component in the distillate product

Xr Mole fraction of light key component in the distillation feed

b4 Variable in z-transform, Appendix L
Z-transform operator, Appendix L

Greek Symbols

o Relative volatility

Root of the characteristic polynomial, equation (4.42)

) Size of input step change in process reaction curve, Figure 6.3
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ES
i

Acronyms

Symbols and

Symbol

—

S > > 3
<

Wc

Wq

Description and reference

Change in variable
Size of output change at steady state in process reaction curve,
Figure 6.3

Phase angle between input and output variables in frequency
response, equation (4.73) and Figure 4.9

Dead time in discretee time steps, Section F.2, and equation (F.7)
Thermal efficiency, equation (26.1)

Heat of vaporization

Relative gain, Section 20.5

Dead time, Examples 4.3, 6.1

8, = disturbance dead time

6;; = dead time between input j and output i
6,, = model dead time

6, = feedback process dead time

Density
Standard deviation of population

Time constant

74 = disturbance time constant

1 = filter time constant

7;; = time constant between input j and output /
T,, = model time constant

1, = feedback process time constant

Frequency in radians/time
Critical frequency, in radians/time, Section 10.7
Frequency of disturbance sine input

Damping coefficient for second-order dynamic system,
equation (5.5)



Introduction

There is an old adage, “If you do not know where you are going, any path will do.”
In other words, a good knowledge of the goal is essential before one addresses the
details of a task. Engineers should keep this adage in mind when studying a new,
complex topic, because they can easily become too involved in the details and lose
track of the purpose of learning the topic. Process control is introduced in this first,
brief part of the book so that the reader will understand the overall goal of process
automation and appreciate the need for the technical rigor of the subsequent parts.

The study of process control introduces a new perspective to the mastery of
process systems: dynamic operation. Prior engineering courses in the typical cur-
riculum concentrate on steady-state process behavior, which simplifies early study
of processes and provides a basis for establishing proper equipment sizes and de-
termining the best constant operating conditions. However, no process operates at a
steady state (with all time derivatives exactly zero), because essentially all external
variables, such as feed composition or cooling medium temperature, change. Thus,
the process design must consider systems that respond to external disturbances and
maintain the process operation in a safe region that yields high-quality productsina
profitable manner. The emphasis on good operation, achieved through proper plant
design and automation, requires a thorough knowledge of the dynamic operation,
which is introduced in this part and covered thoroughly in Part II.

In addition, the study of process control introduces a major new concept: feed-
back control. This concept is central to most automation systems that monitor a
process and adjust some variables to maintain the system at (or near) desired con-
ditions. Feedback is one of the topics studied and employed by engineers of most
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subdisciplines, and chemical engineers apply these principles to heat exchang-
ers, mass transfer equipment, chemical reactors, and so forth. Feedback control is
introduced in this part and covered in detail in Part III.

Finally, the coverage of these topics in this part is qualitative, because it
precedes the introduction of mathematical tools. This qualitative presentation is
not a shortcoming; rather, the direct and uncomplicated presentation provides a
clear and concise discussion of some central ideas in the book. The reader is advised
to return to Part I to clarify the goals before beginning each new part of the book.
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1.1 @ INTRODUCTION

When observing a chemical process in a plant or laboratory, one sees flows surg-
ing from vessel to vessel, liquids bubbling and boiling, viscous material being
extruded, and all key measurements changing continuously, sometimes with small
fluctuations and other times in response to major changes. The conclusion imme-
diately drawn is that the world is dynamic! This simple and obvious statement
provides the key reason for process control. Only with an understanding of tran-
sient behavior of physical systems can engineers design processes that perform
well in the dynamic world. In their early training, engineering students learn a
great deal about steady-state physical systems, which is natural, because steady-
state systems are somewhat easier to understand and provide appropriate learning
examples. However, the practicing engineer should have a mastery of dynamic
physical systems as well. This book provides the basic information and engineer-
ing methods needed to analyze and design plants that function well in a dynamic
world.

Control engineering is an engineering science that is used in many engineering
disciplines—for example, chemical, electrical, and mechanical engineering—and
it is applied to a wide range of physical systems from electrical circuits to guided
missiles to robots. The field of process control encompasses the basic principles
most useful when applied to the physicochemical systems often encountered by
chemical engineers, such as chemical reactors, heat exchangers, and mass transfer
equipment.




Since the principles covered in this book are basic to most tasks performed by
chemical engineers, control engineering is not a narrow specialty but an essential
topic for all chemical engineers. For example, plant designers must consider the
Introduction to dynamic operation of all equipment, because the plant will never operate at steady
Process Control state (with time derivatives exactly equal to zero). Engineers charged with oper-

ating plants must ensure that the proper response is made to the ever-occurring
disturbances so that operation is safe and profitable. Finally, engineers perform-
ing experiments must control their equipment to obtain the conditions prescribed
by their experimental designs. In summary, the task of engineers is to design,
construct, and operate a physical system to behave in a desired manner, and an
essential element of this activity is sustained maintenance of the system at the
desired conditions—which is process control engineering.
As you might expect, process control engineering involves a vast body of ma-
terial, including mathematical analysis and engineering practice. However, before
Control we can begin learning the specific principles and calculations, we must understand
calculation the goals of process control and how it complements other aspects of chemi-
cal engineering. This chapter introduces these issues by addressing the following
questions:

o What does a control system do?

» Why is control necessary?

o Why is control possible?

o How is control done?

o Where is control implemented?

» What does control engineering “engineer”?
o How is process control documented?

o What are some sample control strategies?

Final element

FIGURE 1.1 1.2 @ WHAT DOES A CONTROL SYSTEM DO?

Example of feedback control for steering First, we will discuss two examples of control systems encountered in everyday
an automobile. life. Then, we will discuss the features of these systems that are common to most
control systems and are generalized in definitions of the terms control and feedback
control.

The first example of a control system is a person driving an automobile, as
(sensor) shown in Figure 1.1. The driver must have a goal or objective; normally, this would
be to stay in a specific lane. First, the driver must determine the location of the
automobile, which she does by using her eyes to see the position of the automobile
on the road. Then, the driver must determine or calculate the change required to
maintain the automobile at its desired position on the road. Finally, the driver must

‘ change the position of the steering wheel by the amount calculated to bring about
L , the necessary correction. By continuously performing these three functions, the
Furnace Fuel Flow driver can maintain the automobile very close to its desired position as disturbances
like bumps and curves in the road are encountered.

The second example is the simple heating system shown in Figure 1.2. The
FIGURE 1.2 house, in a cold climate, can be maintained near a desired temperature by circulat-
Example of feedback control for ing hot water through a heat exchanger. The temperature in the room is determined
controlling rcom temperature. by a thermostat, which compares the measured value of the room temperature to

Thermostat [---F---1 Controller

(final element)



a desired range, say 18 to 22°C. If the temperature is below 18°C, the furnace and
pump are turned on, and if the temperature is above 22°C, the furnace and pump
are turned off. If the temperature is between 18 and 22°C, the furnace and pump
statuses remain unchanged. A typical temperature history in a house iS given in
Figure 1.3, which shows how the temperature slowly drifts between the upper and
lower limits. It also exceeds the limits, because the furnace and heat exchanger
cannot respond immediately. This approach is termed “on/off” control and can
be used when precise control at the desired value is not required. We will cover
better control methods, which can maintain important variables much closer to
their desired values, later in this book.

Now that we have briefly analyzed two control systems, we shall identify
some common features. The first is that each uses a specific value (or range) as a
desired value for the controlled variable. When we cover control calculations in
Part ITI, we will use the term set point for the desired value. Second, the conditions
of the system are measured; that is, all control systems use sensors to measure
the physical variables that are to be maintained near their desired values. Third,
each system has a control calculation, or algorithm, which uses the measured and
the desired values to determine a correction to the process operation. The control
calculation for the room heater is very simple (on/off), whereas the calculation
used by the driver may be very complex. Finally, the results of the calculation
are implemented by adjusting some item of equipment in the system, which is
termed the final control element, such as the steering wheel or the furnace and
pump switches. These key features are shown schematically in Figure 1.4, which
can be used to represent many control systems.

Now that we have discussed some common control systems and identified key
features, we shall define the term control. The dictionary provides the definition
for the verb control as “to exercise directing influence.” We will use a similar

Desired
value
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FIGURE 1.4

Schematic diagram of a general feedback control system showing
the sensor, control calculation based on a desired value, and final
element.

What Does a Control
System Do?

Controlled
variable:
Room
temperature |

Manipulated

variable:
Fumnace —‘ ’V
fuel

Time

FIGURE 1.3

Typical dynamic response of the room
temperature when controlled by on/off
feedback control.


CC
Text Box
is


CHAPTER1
Introduction to
Process Control

definition that is adapted to our purposes. The following definition suits the two
physical examples and the schematic representation in Figure 1.4.

Control (verb): To maintain desired conditions in a physical system by adjusting
selected variables'in the system. : ~

The control examples have an additional feature that is extremely important.
This is feedback, which is defined as follows:

Feedback control makes use of an output of a system to influence an input to the
same system.

For example, the temperature of the room is used, through the thermostat on/off
decision, to influence the hot water flow to the exchanger. When feedback is em-
ployed to reduce the magnitude of the difference between the actual and desired
values, it is termed “negative feedback.” Unless stated otherwise, we will always
be discussing negative feedback and will not use the modifier negative. In the so-
cial sciences and general vernacular, the phrase “negative feedback” indicates an
undesirable change, because most people do not enjoy receiving a signal that tells
them to correct an error. Most people would rather receive “positive feedback,”
a signal telling them to continue a tendency to approach the desired condition.
This difference in terminology is unfortunate; we will use the terminology for
automatic control, with “negative” indicating a change that tends to approach the
desired value, throughout this book without exception.

The importance of feedback in control systems can be seen by considering the
alternative without feedback. For example, an alternative approach for achieving
the desired room temperature would set the hot water flow based on the measured
outside temperature and a model of the heat loss of the house. (This type of predic-
tive approach, termed feedforward, will be encountered later in the book, where its
use in combination with feedback will be explained.) The strategy without feedback
would not maintain the room near the desired value if the model had errors—as
it always would. Some causes of model error might be changes in external wind
velocity and direction or inflows of air through open windows. On the other hand,
feedback control can continually manipulate the final element to achieve the de-
sired value. Thus, feedback provides the powerful feature of enabling a control
system to maintain the measured value near its desired value without requiring an
exact plant model.

Before we complete this section, the terms input and output are clarified.
When used in discussing control systems, they do not necessarily refer to material
moving into and out of the system. Here, the term input refers to a variable that
causes an output. In the steering example, the input is the steering wheel position,
and the output is the position of the automobile. In the room heating example, the
input is the fuel to the furnace, and the output is the room temperature. It is essential



to recognize that the input causes the output and that this relationship cannot be
inverted. The causal relationship inherent in the physical process forces us to select
the input as the manipulated variable and the output as the measured variable.
Numerous examples with selections of controlled and manipulated variables are
presented in subsequent chapters.

Therefore, the answer to the first question about the function of control is, “A
feedback control system maintains specific variables near their desired values by
applying the four basic features shown in Figure 1.4.” Understanding and designing
feedback control systems is a major emphasis of this book.

1.3 @ WHY IS CONTROL NECESSARY?

A natural second question involves the need for control. There are two major
reasons for control, which are discussed with respect to the simple stirred-tank
heat exchanger shown in Figure 1.5. The process fluid flows into the tank from a
pipe and flows out of the tank by overflow. Thus, the volume of the tank is constant.
The heating fluid flow can be changed by adjusting the opening of the valve in the
heating medium line. The temperature in the tank is to be controlled.

The first reason for control is to maintain the temperature at its desired value
when disturbances occur. Some typical disturbances for this process occur in the
following variables: inlet process fluid flow rate and temperature, heating fluid
temperature, and pressure of the heating fluid upstream of the valve. As an exercise,
you should determine how the valve should be adjusted (opened or closed) in
response to an increase in each of these disturbance variables.

The second reason for control is to respond to changes in the desired value. For
example, if the desired temperature in the stirred-tank heat exchanger is increased,
the heating valve percent opening would be increased. The desired values are
based on a thorough analysis of the plant operation and objectives. This analysis
is discussed in Chapter 2, where the main issues are arranged in seven categories:

1. Safety

2. Environmental protection

3. Equipment protection

4. Smooth plant operation and production rate
5. Product quality

6. Profit optimization

7. Monitoring and diagnosis

These issues are translated to values of variables—temperatures, pressures, flows,
and so forth—which are to be controlled.

1.4 © WHY IS CONTROL POSSIBLE?

The proper design of plant equipment is essential for control to be possible and for
control to provide good dynamic performance. Therefore, the control and dynamic
operation is an important factor in plant design. Based on the key features of
feedback control shown in Figure 1.4, the plant design must include adequate
sensors of plant output variables and appropriate final control elements. The sensors

Feed

Why Is Control
Possible?
—1 Temperature
“—» Product
Heating medium
FIGURE 1.5

Schematic drawing of a stirred-tank
heating process.
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must respond rapidly so that the control action can be taken in real time. Sensors
using various physical principles are available for the basic process variables (flow,
temperature, pressure, and level), compositions (e.g., mole fraction) and physical
properties (e.g., density, viscosity, heat of combustion). Many of these sensors are
inserted into the process equipment, with a shield protecting them from corrosive
effects of the streams. Others require a sample to be taken periodically from the
process; note that this sampling can be automated so that a new sensor result is
available at frequent intervals. The final control elements in chemical processes are
usually valves that affect fluid flows, but they could be other manipulated variables,
such as power to an electric motor or speed of a conveyor belt.

Another important consideration is the capacity of the process equipment.
The equipment must have a large enough maximum capacity to respond to all
expected disturbances and changes in desired values. For the stirred-tank heat
exchanger, the maximum duty, as influenced by temperature, area, and heating
medium flow rate, must be large enough to maintain the tank temperature for
all anticipated disturbances. This highest heat duty corresponds to the the highest
outlet temperature, the highest process fluid flow, the lowest inlet fluid temperature,
and the highest heat loss to the environment. Each process must be analyzed to
ensure that adequate capacity exists. Further discussion of this topic appears in the
next two chapters.

Therefore, the answer to why control is possible is that we anticipate the
expected changes in plant variables and provide adequate equipment when the plant
is designed. The adequate equipment design for control must be calculated based
on expected changes; merely adding extra capacity, say 20 percent, to equipment
sizing is not correct. In some cases, this would result in waste; in other cases, the
equipment capacity would not be adequate. If this analysis is not done properly
or changes outside the assumptions occur, achieving acceptable plant operation
through manipulating final control elements may not be possible.

1.5 &t HOW IS CONTROL DONE?

As we have seen in the automobile driving example, feedback control by human
actions is possible. In some cases, this approach is appropriate, but the continuous,
repetitious actions are tedious for a person. In addition, some control calculations
are too complex or must be implemented too rapidly to be performed by a person.
Therefore, most feedback control is automated, which requires that the key func-
tions of sensing, calculating, and manipulating be performed by equipment and
that each element communicate with other elements in the control system. Cur-
rently, most automatic control is implemented using electronic equipment, which
uses levels of current or voltage to represent values to be communicated. As would
be expected, many of the computing and some of the communication functions
are being performed increasingly often with digital technology. In some cases
control systems use pneumatic, hydraulic, or mechanical mechanisms to calcu-
late and communicate; in these systems, the signals are represented by pressure
or physical position. A typical process plant will have examples of each type of
instrumentation and communication.

Since an essential aspect of process control is instrumentation, this book intro-
duces some common sensors and valves, but proper selection of this equipment for
plant design requires reference to one of the handbooks in this area for additional



details. Readers are encouraged to be aware of and use the general references listed
at the end of this chapter.

Obviously, the other key element of process control is a device to perform the
calculations. For much of the history of process plants (up to the 1960s), control cal-
culations were performed by analog computation. Analog computing devices are
implemented by building a physical system, such as an electrical circuit or mechan-
ical system, that obeys the same equations as the desired control calculation. As
you can imagine, this calculation approach was inflexible. In addition, complex cal-
culations were not possible. However, some feedback control is still implemented
in this manner, for reasons of cost and reliability in demanding plant conditions.

With the advent of low-cost digital computers, most of the control calculations
and essentially all of the complex calculations are being performed by digital
computers. Most of the principles presented in this book can be implemented
in either analog or digital devices. When covering basic principles in this book,
we will not distinguish between analog and digital computing unless necessary,
because the distinction between analog and digital is not usually important as
long as the digital computer can perform its discrete calculations quickly. Special
aspects of digital control are introduced in Chapter 11. In all chapters after Chapter
11, the control principles are presented along with special aspects of either analog
or digital implementation; thus, both modes of performing calculations are covered
in an integrated manner.

For the purposes of this book, the answer to the question “How is control
done?” is simply, “Automatically, using instrumentation and computation that
perform all features of feedback control without requiring (but allowing) human
intervention.”

1.6 @ WHERE IS CONTROL IMPLEMENTED?

Chemical plants are physically large and complex. The people responsible for op-
erating the plant on a minute-to-minute basis must have information from much of
the plant available to them at a central location. The most common arrangement of
control equipment to accommodate this need is shown in Figure 1.6. Naturally, the
sensors and valves are located in the process. Signals, usually electronic, commu-
nicate with the control room, where all information is displayed to the operating
personnel and where control calculations are performed. Distances between the
process and central control room range from a few hundred feet to a mile or more.
Some control is performed many miles from the process; for example, a remote oil
well can have no human present and would rely on remote automation for proper
operation.

In the control room, an individual is responsible for monitoring and operating
a section of a large, complex plant, containing up to 100 controlled variables and
400 other measured variables. Generally, the plant never operates on “automatic
pilot”; a person is always present to perform tasks not automated, to optimize
operations, and to intervene in case an unusual or dangerous situation occurs,
such as an equipment failure. Naturally, other people are present at the process
equipment, usually referred to as “in the field,” to monitor the equipment and
to perform functions requiring manual intervention, such as backwashing filters.
Thus, well-automated chemical plants involve considerable interaction between
people and control calculations.

Where Is Control
Implemented?
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Schematic representation of a typical control system showing both local
and centralized control equipment.

Other control configurations are possible and afe used when appropriate. For
example, small panels with instrumentation can be placed near a critical piece of
process equipment when the operator needs to have access to the control system
while introducing some process adjustments. This arrangement would not prevent
the remainder of the plant from being controlled from a central facility. Also, many
sensors provide a visual display of the measured value, which can be seen by the
local operator, as well as a signal transmitted to the central control room. Thus,
the local operator can determine the operating conditions of a unit, but the indi-
vidual local displays are distributed about the plant, not collected in a single place
for the local operator.

The short answer to the location question is

1. Sensors, local indicators, and valves are in the process.
2. Displays of all plant variables and control calculations are in a centralized
facility.

It is worth noting that increased use of digital computing makes the distribution
of the control calculation to the sensor locations practical; however, all controllers
would be connected to a computing network that would function like a single
computer for the purposes of the material in this book.

1.7 @ WHAT DOES CONTROL ENGINEERING “ENGINEER”?

What can engineers do so that plants can be maintained reliably and safely near
desired values? Most of the engineering decisions are introduced in the following
five topics.



A key factor in engineering is the design of the process so that it can be controlled
well. We noted in the room heating example that the temperature exceeded the
maximum and minimum values because the furnace and heat exchanger were not
able to respond rapidly enough. Thus, a more “responsive” plant would be easier
to control. By responsive we mean that the controlled variable responds quickly
to adjustments in the manipulated variable. Also, a plant that is susceptible to few
disturbances would be easier to control. Reducing the frequency and magnitude
of disturbances could be achieved by many means; a simple example is placing a
large mixing tank before a unit so that feed composition upsets are attenuated by
the averaging effects of the tank. Many more approaches to designing responsive
processes with few disturbances are covered in the book.

Measurements

Naturally, a key decision is the selection and location of sensors, because one can
control only what is measured! The engineer should select sensors that measure
important variables rapidly and with sufficient accuracy. In this book, we will
concentrate on the process analysis related to variable selection and to determining
response time and accuracy needs. Details of a few common sensors are also
presented as needed in exercises; a full review of sensor technology and commercial
equipment is available in the references at the end of this chapter.

Final Elements

The engineer must provide handles—manipulated variables that can be adjusted by
the control calculation. For example, if there were no valve on the heating fluid in
Figure 1.5, it would not be possible to control the process fluid outlet temperature.
This book concentrates on the process analysis related to final element location.
We will typically be considering control valves as the final elements, with the
percentage opening of these valves determined by a signal sent to the valve from a
controller. Specific details about the best final element to regulate flow of various
fluids—liquids, steam, slurries, and so forth—are provided by references noted at
the end of this chapter. These references also present other final elements, such as
motor speed, that are used in the process industries.

Control Structure

The engineer must decide some very basic issues in designing a control system. For
example, which valve should be manipulated to control which measurement? As
an everyday example, one could adjust either the hot or cold water valve opening
to control the temperature of water in a shower. These topics are presented in later
chapters, after a sound basis of understanding in dynamics and feedback control
principles has been built.

Control Calculations

After the variables and control structure have been selected, equation(s) are cho-
sen that use the measurement and desired values in calculating the manipulated
variable. As we shall learn, only a few equations are sufficient to provide good

What Does Control
Engineering
“Engineer’’?
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control for many types of plants. After the control equations’ structure is defined,
parameters that appear in the equations are adjusted to achieve the desired control
performance for the particular process.

1.8 @ HOW IS PROCESS CONTROL DOCUMENTED?

As with all activities in chemical engineering, the results are documented in many
forms. The most common are equipment specifications and sizing, operating man-
uals, and technical documentation of plant experiments and control equations. In
addition, control engineering makes extensive use of drawings that concisely and
unequivocally represent many design decisions. These drawings are used for many
purposes, including designing plants, purchasing equipment, and reviewing oper-
ations and safety procedures. Therefore, many people use them, and to avoid mis-
understandings standard symbols have been developed by the Instrument Society
of America for use throughout the world. We shall adhere to a reduced version of
this excellent standard in this book because of its simplicity and wide application.

Sample drawings are shown in Figure 1.7. All process equipment—piping,
vessels, valves, and so forth—is drawn in solid lines. The symbols for equipment
items such as pumps, tanks, drums, and valves are simple and easily recognized.
Sensors are designated by a circle or “bubble” connected to the point in the process
where they are located. The first letter in the instrumentation symbol indicates the
type of variable measured; for example, “T” corresponds to temperature. Some of
the more common designations are the following:

A Analyzer (specific analysis is often indicated next to the symbol, for
example, p (for density) or pH)

F Flow rate

L  Level of liquid or solids in a vessel
P  Pressure

T  Temperature

Note that the symbol does not indicate the physical principle used by the sensor.
Backup tabular documentation is required to determine such details.

The communication to the sensor is shown as a solid line. If the signal is used
only for display to the operator, the second letter in the symbol is “I” for indicator.
Often, the “I” is not used, so that a single letter refers to a measurement used for
monitoring only, not for control.

Ifthe signal is used in a calculation, it is also shown in a circle. The second letter
in the symbol indicates the type of calculation. We consider only two possibilities
in this book: “C” for feedback control and “Y” for any other calculation, such
as addition or square root. The types of control calculations are covered later in
the book. A noncontrol calculation might use the measured flow and temperatures
around a heat exchanger to calculate the duty; thatis, @ = pCp F (Tiq — Tow). For
controllers, the communication to the final element is shown as a dashed line when
it is electrical, which is the mode communication considered in designs for most
of this book.

The basic symbols with their meanings are documented in Appendix A. This
simplified version of the Instrument Society of America standards is sufficient for
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(@) Continuous stirred-tank reactor with composition control. () Flow controller.
(c) Tank level with controller. (d) Mixing process with composition control.

this textbook and will provide an adequate background for more complex drawings.
While using the standards may seem like additional work in the beginning, it should
be considered a small investment leading to accurate communication, like learning
grammar and vocabulary, used by all chemical engineers.

1.9 @ WHAT ARE SOME SAMPLE CONTROL STRATEGIES?

Some very simple example process control systems are given in Figure 1.7a
through d. Each drawing contains a process schematic, a controller (in the in-
strumentation circle), and the connection between the measurement and the ma-
nipulated variable. As a thought exercise, you should analyze each process control
system to verify the causal process relationship and to determine what action the
controller would take in response to a disturbance or a change in desired value (set
point). For example, in Figure 1.7a, with an increase in the inlet temperature, the
control system would sense a decrease in the outlet composition of reactant. In
response, the control system would adjust the heating coil valve, closing it slightly,
until the outlet composition returned to its desired value.

A sample of a more complex process diagram, this one without the control
design, is given in Figure 1.8. The process includes a chemical reactor, a flash
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Feed Heat Chemical Heat Flash
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FIGURE 1.8

Integrated feed tank, reactor, and separator with recycle.

separator, heat exchangers, and associated piping. Note that a control design en-
gineer must select from a large number of possible measurements and valves to
determine controller connections from an enormous number of possibilities! In
Chapter 25 you will design a control system for this process that controls the
key variables, such as reactor level and separator temperature, based on specified
control objectives.

1.10 @ CONCLUSIONS

The material in this chapter has presented a qualitative introduction to process
control. You have learned the key features of feedback control along with the types
of equipment (instruments and computers) required to apply process control. The
importance of the process design on control was discussed several times in the
chapter.

Based on this introduction, we are prepared to discuss more carefully the
goals of process control in Chapter 2. Understanding the process control goals is
essential to selecting the type of analysis used in control engineering.
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QUESTIONS
1.1. Describe the four necessary components of a feedback control system.

1.2. Review the equipment sketches in Figure Q1.2a and b and explain whether
each is or is not a level feedback control system. In particular, identify the
four necessary components of feedback control, if they exist.

(a) The flow in is a function of the connecting rod position.
(b) The flow out is a function of the level (pressure at the bottom of the
tank) and the resistance to flow.

Flow in varies, cannot be adjusted

K

Flow out

varies, cannot

be adjusted

——> o
/ Flow out depends on
the level and resistance

% valve opening depends due to the exit constriction
on the connecting rod position and pipe

(@) ®
FIGURE Q1.2

1.3. Give some examples of feedback control systems in your everyday life,
government, biology, and management. The control calculations may be
automated or performed by people.

1.4. Discuss the advantages of having a centralized control facility. Can you
think of any disadvantages?

1.5. Review the processes sketched in Figure 1.7a through d in which the con-
trolled variable is to be maintained at its desired value.

(a) From your chemical engineering background, suggest the physical
principle used by the sensor.



(b) Explainthecausal relationship between the manipulated and controlled
variables.

(c) Explain whether the control valve should be opened or closed to in- Questions
crease the value of the controlled variable.

(d) Identify possible disturbances that could influence the controlled vari-
able. Also, describe how the process equipment would have to be sized
to account for the disturbances.

1.6. The preliminary process designs have been prepared for the systems in
Figure Q1.6. The key variables to be controlled for the systems are (a) flow
rate, temperature, composition, and pressure for the flash system and (b)
composition, temperature, and liquid level for the continuous-flow stirred-
tank chemical reactor. For both processes, disturbances occur in the feed
temperature and composition. Answer the following questions for both
processes.

(a) Determine which sensors and final elements are required so that the
important variables can be controlled. Sketch them on the figure where
they should be located.

(b) Describe how the equipment capacities should be determined.

(c) Selectcontroller pairings; that is, select which measured variable should
be controlled by adjusting which manipulated variable.

(These examples will be reconsidered after quantitative methods have been

introduced.)

Heat exchangers
Vapor

Drum

Liquid

Pump
(@)

Solvent

Reactant

B

Cooling
()]
FIGURE Q1.6



18 1.7. Consider any of the control systems shown in Figure 1.7a through d. Sug-

g 2 gest a feedback control calculation that can be used to determine the proper

CHAPTER 1 value of the manipulated valve position. The only values available for the

Introduction to calculation are the desired value and the measured value of the controlled

Process Control variable. (Do the best you can at this point. Control algorithms for feedback
control are presented in Part III.)

1.8. Feedback control uses measurement of a system output variable to deter-
mine the value of a system input variable. Suggest an alternative control
approach that uses a measured (disturbance) input variable to determine
the value of a different (manipulated) input variable, with the goal of main-
taining a system output variable at its desired value. Apply your approach
to one of the systems in Figure 1.7. Can you suggest a name for your
approach?

1.9. Evaluate the potential feedback control designs in Figure Q1.9. Determine
whether each is a feedback control system. Explain why or why not, and
explain whether the control system will function correctly as shown for
disturbances and changes in desired value.

1 i
i ‘ -------

«&—QJL@—&—»

(a) Level control (b) Level control

1

; (000 ;
‘ Cooling ‘;

Solvent medium
+ )
component
A 5
(c) Composition control without (d) Temperature control

chemical reaction
FIGURE Q1.9
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2.1 & INTRODUCTION

The first chapter provided an overview of process control in which the close asso-
ciation between process control and plant operation was noted. As a consequence,
control objectives are closely tied to process goals, and control benefits are closely
tied to attaining these goals. In this chapter the control objectives and benefits
are discussed thoroughly, and several process examples are presented. The control
objectives provide the basis for all technology and design methods presented in
subsequent chapters of the book.

While this book emphasizes the contribution made by automatic control, con-
trol is only one of many factors that must be considered in improving process
performance. Three of the most important factors are shown in Figure 2.1, which
indicates that proper equipment design, operating conditions, and process control
should all be achieved simultaneously to attain safe and profitable plant operation.
Clearly, equipment should be designed to provide good dynamic responses in addi-
tion to high steady-state profit and efficiency, as covered in process design courses
and books. Also, the plant operating conditions, as well as achieving steady-state
plant objectives, should provide flexibility for dynamic operation. Thus, achiev-
ing excellence in plant operation requires consideration of all factors. This book
addresses all three factors; it gives guidance on how to design processes and select
operating conditions favoring good dynamic performance, and it presents automa-
tion methods to adjust the manipulated variables.

Equipment
Design

Safe,

i Profitable
Operating Plant
Conditions Operation

Process
Control
FIGURE 2.1

Schematic representation of three
critical elements for achieving excellent
plant performance.
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2.2 @ CONTROL OBJECTIVES

The seven major categories of control objectives were introduced in Chapter 1.
They are discussed in detail here, with an explanation of how each influences the
control design for the example process shown in Figure 2.2. The process separates
two components based on their different vapor pressures. The liquid feed stream,
consisting of components A and B, is heated by two exchangers in series. Then
the stream flows through a valve to a vessel at a lower pressure. As a result of
the higher temperature and lower pressure, the material forms two phases, with
most of the A in the vapor and most of the B in the liquid. The exact compositions
can be determined from an equilibrium flash calculation, which simultaneously
solves the material, energy, and equilibrium expressions. Both streams leave the
vessel for further processing, the vapor stream through the overhead line and
the liquid stream out from the bottom of the vessel. Although a simple process,
the heat exchanger with flash drum provides examples of all control objectives,
and this process is analyzed quantitatively with control in Chapter 24.

A control strategy is also shown in Figure 2.2. Since we have not yet studied
the calculations used by feedback controllers, you should interpret the controller as
a linkage between a measurement and a valve. Thus, you can think of the feedback
pressure control (PC) system as a system that measures the pressure and maintains
the pressure close to its desired value by adjusting the opening of the valve in the
overhead vapor pipe. The type of control calculation, which will be covered in
depth in later chapters, is not critical for the discussions in this chapter.

Safety

The safety of people in the plant and in the surrounding community is of paramount
importance. While no human activity is without risk, the typical goal is that working
at an industrial plant should involve much less risk than any other activity in a
person’s life. No compromise with sound equipment and control safety practices
is acceptable.

Plants are designed to operate safely at expected temperatures and pressures;
however, improper operation can lead to equipment failure and release of poten-
tially hazardous materials. Therefore, the process control strategies contribute to
the overall plant safety by maintaining key variables near their desired values.
Since these control strategies are important, they are automated to ensure rapid
and complete implementation. In Figure 2.2, the equipment could operate at high
pressures under normal conditions. If the pressure were allowed to increase too
far beyond the normal value, the vessel might burst, resulting in injuries or death.
Therefore, the control strategy includes a controller labelled “PC-1” that controls
the pressure by adjusting the valve position (i.e., percent opening) in the vapor line.

Another consideration in plant safety is the proper response to major incidents,
such as equipment failures and excursions of variables outside of their acceptable
bounds. Feedback strategies cannot guarantee safe operation; a very large distur-
bance could lead to an unsafe condition. Therefore, an additional layer of control,
termed an emergency system, is applied to enforce bounds on key variables. Typ-
ically, this layer involves either safely diverting the flow of material or shutting
down the process when unacceptable conditions occur. The control strategies are
usually not complicated; for example, an emergency control might stop the feed
to a vessel when the liquid level is nearly overflowing. Proper design of these
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Flash separation process with control strategy.

emergency systems is based on a structured analysis of hazards (Battelle Labora-
tory, 1985; Warren Centre, 1986) that relies heavily on experience about expected
incidents and on the reliability of process and control equipment.

In Figure 2.2, the pressure is controlled by the element labelled “PC.” Nor-
mally, it maintains the pressure at or near its desired value. However, the control
strategy relies on the proper operation of equipment like the pressure sensor and
the valve. Suppose that the sensor stopped providing a reliable measurement; the
control strategy could improperly close the overhead valve, leading to an unsafe
pressure. The correct control design would include an additional strategy using
independent equipment to prevent a very high pressure. For example, the safety
valve shown in Figure 2.2 is closed unless the pressure rises above a specified
maximum,; then, it opens to vent the excess vapor. It is important to recognize that
this safety relief system is called on to act infrequently, perhaps once per year
or less often; therefore, its design should include highly reliable components to
ensure that it performs properly when needed.

Environmental Protection

Protection of the environment is critically important. This objective is mostly a pro-
cess design issue; that is, the process must have the capacity to convert potentially
toxic components to benign material. Again, control can contribute to the proper
operation of these units, resulting in consistently low effluent concentrations. In
addition, control systems can divert effluent to containment vessels should any
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extreme disturbance occur. The stored material could be processed at a later time
when normal operation has been restored.

In Figure 2.2, the environment is protected by containing the material within
the process equipment. Note that the safety release system directs the material for
containment and subsequent “neutralization,” which could involve recycling to the
process or combusting to benign compounds. For example, a release system might
divert a gaseous hydrocarbon to a flare for combustion, and it might divert a water-
based stream to a holding pond for subsequent purification through biological
treatment before release to a water system.

Equipment Protection

Much of the equipment in a plant is expensive and difficult to replace without
costly delays. Therefore, operating conditions must be maintained within bounds
to prevent damage. The types of control strategies for equipment protection are
similar to those for personnel protection, that is, controls to maintain conditions
near desired values and emergency controls to stop operation safely when the
process reaches boundary values.

In Figure 2.2, the equipment is protected by maintaining the operating con-
ditions within the expected temperatures and pressures. In addition, the pump
could be damaged if no liquid were flowing through it. Therefore, the liquid level
controller, by ensuring a reservoir of liquid in the bottom of the vessel, protects
the pump from damage. Additional equipment protection could be provided by
adding an emergency controller that would shut off the pump motor when the
level decreased below a specified value.

Smooth Operation and Production Rate

A chemical plant includes a complex network of interacting processes; thus, the
smooth operation of a process is desirable, because it results in few disturbances to
all integrated units. Naturally, key variables in streams leaving the process should
be maintained close to their desired values (i.e., with small variation) to prevent
disturbances to downstream units. In Figure 2.2, the liquid from the vessel bottoms
is processed by downstream equipment. The control strategy can be designed to
make slow, smooth changes to the liquid flow. Naturally, the liquid level will not
remain constant, but it is not required to be constant; the level must only remain
within specified limits. By the use of this control design, the downstream units
would experience fewer disturbances, and the overall plant would perform better.

There are additional ways for upsets to be propagated in an integrated plant.
For example, when the control strategy increases the steam flow to heat exchanger
E-102, another unit in the plant must respond by generating more steam. Clearly,
smooth manipulations of the steam flow require slow adjustments in the boiler
operation and better overall plant operation. Therefore, we are interested in both
the controlled variables and the manipulated variables. Ideally, we would like to
have tight regulation of the controlled variables and slow, smooth adjustment of
the manipulated variables. As we will see, this is not usually possible, and some
compromise is required.

People who are operating a plant want a simple method for maintaining the
production rate at the desired value. We will include the important production rate



goal in this control objective. For the flash process in Figure 2.2, the natural method
for achieving the desired production rate is to adjust the feed valve located before
the flash drum so that the feed flow rate F; has the desired value.

Product Quality

The final products from the plant must meet demanding quality specifications set
by purchasers. The specifications may be expressed as compositions (e.g., percent
of each component), physical properties (e.g., density), performance properties
(e.g., octane number or tensile strength), or a combination of all three. Process
control contributes to good plant operation by maintaining the operating condi-
tions required for excellent product quality. Improving product quality control is a
major economic factor in the application of digital computers and advanced control
algorithms for automation in the process industries.

In Figure 2.2, the amount of component A, the material with the higher vapor
pressure, is to be controlled in the liquid stream. Based on our knowledge of
thermodynamics, we know that this value can be controlled by adjusting the flash
temperature or, equivalently, the heat exchanged. Therefore, a control strategy
would be designed to measure the composition in real time and adjust the heating
medium flows that exchange heat with the feed.

Profit

Naturally, the typical goal of the plant is to return a profit. In the case of a utility such
as water purification, in which no income from sales is involved, the equivalent
goal is to provide the product at lowest cost. Before achieving the profit-oriented
goal, selected independent variables are adjusted to satisfy the first five higher-
priority control objectives. Often, some independent operating variables are not
specified after the higher objectives (that is, including product quality but excepting
profit) have been satisfied. When additional variables (degrees of freedom) exist,
the control strategy can increase profit while satisfying all other objectives.

In Figure 2.2 all other control objectives can be satisfied by using exchanger
E-101, exchanger E-102, or a combination of the two, to heat the inlet stream.
Therefore, the control strategy can select the correct exchanger based on the cost
of the two heating fluids. For example, if the process fluid used in E-101 were less
costly, the control strategy would use the process stream for heating preferentially
and use steam only when required for additional heating. How the control strat-
egy would implement this policy, based on a selection hierarchy defined by the
engineer, is covered in Chapter 22.

Monitoring and Diagnosis

Complex chemical plants require monitoring and diagnosis by people as well as
excellent automation. Plant control and computing systems generally provide mon-
itoring features for two sets of people who perform two different functions: (1) the
immediate safety and operation of the plant, usually monitored by plant operators,
and (2) the long-term plant performance analysis, monitored by supervisors and
engineers.

The plant operators require very rapid information so that they can ensure that
the plant conditions remain within acceptable bounds. If undesirable situations
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process operator.

occur—or, one hopes, before they occur—the operator is responsible for rapid
recognition and intervention to restore acceptable performance. While much of
this routine work is automated, the people are present to address complex issues
that are difficult to automate, perhaps requiring special information not readily
available to the computing system. Since the person may be responsible for a plant
section with hundreds of measured variables, excellent displays are required. These
are usually in the form of trend plots of several associated variables versus time
and of indicators in bar-chart form for easy identification of normal and abnormal
operation. Examples are shown in Figure 2.3.

Since the person cannot monitor all variables simultaneously, the control sys-
tem includes an alarm feature, which draws the operator’s attention to variables
that are near limiting values selected to indicate serious maloperation. For exam-
ple, a high pressure in the flash separator drum is undesirable and would at the
least result in the safety valve opening, which is not desirable, because it diverts
material and results in lost profit and because it may not always reclose tightly.
Thus, the system in Figure 2.2 has a high-pressure alarm, PAH. If the alarm is ac-
tivated, the operator might reduce the flows to the heat exchanger or of the feed to
reduce pressure. This operator action might cause a violation of product specifica-
tions; however, maintaining the pressure within safe limits is more important than
product quality. Every measured variable in a plant must be analyzed to determine
whether an alarm should be associated with it and, if so, the proper value for the
alarm limit.

Another group of people monitors the longer-range performance of the plant
to identify opportunities for improvement and causes for poor operation. Usually,
a substantial sample of data, involving a long time period, is used in this analysis,
so that the effects of minor fluctuations are averaged out. Monitoring involves
important measured and calculated variables, including equipment performances
(e.g., heat transfer coefficients) and process performances (e.g., reactor yields and
material balances). In the example flash process, the energy consumption would be
monitored. An example trend of some key variables is given in Figure 2.4, which
shows that the ratio of expensive to inexpensive heating source had an increasing
trend. If the feed flow and composition did not vary significantly, one might suspect
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Example of long-term data, showing the increased use of
expensive steam in the flash process.



that the heat transfer coefficient in the first heat exchanger, E-101, was decreasing
due to fouling. Careful monitoring would identify the problem and enable the
engineer to decide when to remove the heat exchanger temporarily for mechanical
cleaning to restore a high heat transfer coefficient.

Previously, this monitoring was performed by hand calculations, which was
a tedious and inefficient method. Now, the data can be collected, processed if ad-
ditional calculations are needed, and reported using digital computers. This com-
bination of ease and reliability has greatly improved the monitoring of chemical
process plants.

Note that both types of monitoring—the rapid display and the slower process
analysis—require people to make and implement decisions. This is another form of
feedback control involving personnel, sometimes referred to as having “a person
in the loop,” with the “loop” being the feedback control loop. While we will
concentrate on the automated feedback system in a plant, we must never forget that
many of the important decisions in plant operation that contribute to longer-term
safety and profitability are based on monitoring and diagnosis and implemented
by people “manually.”

Therefore,

All seven categories of control objectives must be achieved simultaneously; failure
to do so leads to unprofitable or, worse, dangerous plant operation.

In this section, instances of all seven goals were identified in the simple heater
and flash separator. The analysis of more complex process plants in terms of the
goals is a challenging task, enabling engineers to apply all of their chemical engi-
neering skills. Often a team of engineers and operators, each with special experi-
ences and insights, performs this analysis. Again, we see that control engineering
skills are needed by all chemical engineers in industrial practice.

2.3 © DETERMINING PLANT OPERATING CONDITIONS

A key factor in good plant operation is the determination of the best operating
conditions, which can be maintained within small variation by automatic control
strategies. Therefore, setting the control objectives requires a clear understanding
of how the plant operating conditions are determined. A complete study of plant
objectives requires additional mathematical methods for simulating and optimizing
the plant operation. For our purposes, we will restrict our discussion in this section
to small systems that can be analyzed graphically.

Determining the best operating conditions can be performed in two steps.
First, the region of possible operation is defined. The following are some of the
factors that limit the possible operation:

« Physical principles; for example, all concentrations > 0
« Safety, environmental, and equipment protection

« Equipment capacity; for example, maximum flow

e Product quality
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The region that satisfies all bounds is termed the feasible operating region or, more
commonly, the operating window. Any operation within the operating window is
possible. Violation of some of the limits, called soft constraints, would lead to
poor product quality or reduction of long-term equipment life; therefore, short-
term violations of soft constraints are allowed but are to be avoided. Violation of
critical bounds, called hard constraints, could lead to injury or major equipment
damage; violations of hard constraints are not acceptable under any foreseeable
circumstances. The control strategy must take aggressive actions, including shut-
ting down the plant, to prevent hard constraint violations. For both hard and soft
constraints, debits are incurred for violating constraints, so the control system is
designed to maintain operation within the operating window. While any operation
within the window is possible and satisfies minimum plant goals, a great difference
in profit can exist depending on the conditions chosen. Thus, the plant economics
must be analyzed to determine the best operation within the window. The con-
trol strategy should be designed to maintain the plant conditions near their most
profitable values.

The example shown in Figure 2.5 demonstrates the operating window for a
simple, one-dimensional case. The example involves a fired heater (furnace) with
a chemical reaction occurring as the fluid flows through the pipe or, as it is often
called, the coil. The temperature of the reactor must be held between minimum (no
reaction) and maximum (metal damage or excessive side reactions) temperatures.
When economic objectives favor increased conversion of feed, the profit function
monotonically increases with increasing temperature; therefore, the best operation
would be at the maximum allowable temperature. However, the dynamic data show
that the temperature varies about the desired value because of disturbances such as
those in fuel composition and pressure. Therefore, the effectiveness of the control
strategy in maximizing profit depends on reducing the variation of the temperature.
A small variation means that the temperature can be operated very close to, without
exceeding, the maximum constraint.

Another example is the system shown in Figure 2.6, where fuel and air are
mixed and combusted to provide heat for a boiler. The ratio of fuel to air is im-
portant. Too little air (oxygen) means that some of the fuel is uncombusted and
wasted, whereas excess air reduces the flame temperature and, thus, the heat trans-
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fer. Therefore, the highest efficiency and most profitable operation are near the
stoichiometric ratio. (Actually, the best value is usually somewhat above the stoi-
chiometric ratio because of imperfect mixing, leakage, and complex combustion
chemistry.) The maximum air flow is determined by the air compressor and is
usually not a limitation, but a large excess of air leads to extremely high fuel costs.
Therefore, the best plant operation is at the peak of the efficiency curve. An effec-
tive control strategy results in a small variation in the excess oxygen in the flue
gas, allowing operation near the peak.

However, a more important factor is safety, which provides another reason
for controlling the excess air. A deficiency of oxygen could lead to a dangerous
condition because of unreacted fuel in the boiler combustion chamber. Should this
situation occur, the fuel could mix with other air (that leaks into the furnace cham-
ber) and explode. Therefore, the air flow should never fall below the stoichiometric
value. Note that the control sketch in Figure 2.6 is much simpler than actual control
designs for combustion systems (for example, API, 1977).

Finally, a third example demonstrates that this analysis can be extended to
more than one dimension. We now consider the chemical reactor in Figure 2.5
with two variables: temperature and product flow. The temperature bounds are the
same, and the product flow has a maximum limitation because of erosion of the
pipe at the exit of the fired heater. The profit function, which would be calculated
based on an analysis of the entire plant, is given as contours in the operating
window in Figure 2.7. In this example, the maximum profit occurs outside the
operating window and therefore cannot be achieved. The best operation inside the
window would be at the maximum temperature and flow, which are found at the
upper right-hand corner of the operating window. As we know, the plant cannot
be operated exactly at this point because of unavoidable disturbances in variables
such as feed pressure and fuel composition (which affects heat of combustion).
However, good control designs can reduce the variation of temperature and flow
so that desired values can be selected that nearly maximize the achievable profit
while not violating the constraints. This situation is shown in Figure 2.7, where
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Example of operating window for the feed and
temperature of a fired-heater chemical reactor.

a circle defines the variation expected about the desired values (Perkins, 1990;

Narraway and Perkins, 1993). When control provides small variation, that is, a

circle of small radius, the operation can be maintained closer to the best operation.
All of these examples demonstrate that

Process control lmproves plant performance by reducing the variation of "key- vari-
~ ables. When the variation has been reduced, the' desired value of the controlled
vanable can be adjusted to mcrease proﬁt ‘ :

Note that simply reducing the variation does not always improve plant op-
eration. The profit contours within the operating window must be analyzed to
determine the best operating conditions that take advantage of the reduced varia-
tion. Also, it is important to recognize that the theoretical maximum profit cannot
usually be achieved because of inevitable variation due to disturbances. This situ-
ation should be included in the economic analysis of all process designs.

2.4 @ BENEFITS FOR CONTROL

The previous discussion of plant operating conditions provides the basis for cal-
culating the benefits for excellent control performance. In all of the examples
discussed qualitatively in the previous section, the economic benefit resulted from



reduced variation of key variables. Thus, the calculation of benefits considers the
effect of variation on plant profit. Before the method is presented, it is emphasized
that the highest-priority control objectives—namely, safety, environmental protec-
tion, and equipment protection—are not analyzed by the method described in this
section. Although the control designs for these objectives often reduce variation,
they are not selected for increasing profit but rather for providing safe, reliable
plant operation.

Once the profit function has been determined, the benefit method needs to
characterize the variation of key plant variables. This can be done through the
calculation shown schematically in Figure 2.8. The plant operating data, which is
usually given as a plot or trend versus time, can be summarized by a frequency
distribution. The frequency distribution can be determined by taking many sample
measurements of the process variable, usually separated by a constant time period,
and counting the number of measurements whose values fall in each of several
intervals within the range of data values. The total time period covered must be
long compared to the dynamics of the process, so that the effects of time correlation
in the variable and varying disturbances will be averaged out.

The resulting distribution is plotted as frequency; that is, as fraction or percent
of measurements falling within each interval versus the midpoint value of that
interval. Such a plot is called a frequency distribution or histogram. If the variable
were constant, perhaps due to perfect control or the presence of no disturbances,
the distribution would have one bar, at the constant value, rising to 1.0 (or 100%).
As the variation in the values increases, the distribution becomes broader; thus,
the frequency distribution provides a valuable summary of the variable variation.

The distribution could be described by its moments; in particular, the mean
and standard deviation are often used in describing the behavior of variables in
feedback systems (Snedecor and Cochran, 1980; Bethea and Rhinehart, 1991).
These values can be calculated from the plant data according to the following

Plot of
data versus
Data time
measurement
- E
iy <—%—" K '
| — -
e
PR
-
| —
beed
| —
— Frequency
\r distribution
{% . of data
Plant
FIGURE 2.8

Schematic presentation of the method for representing the
variability in plant data.
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1<
Mean=7Y = ;ZY,- 2.1)
i=1
? (Y —T)?
Standard deviation = sy = J Z;'n(—l—) (22)
where Y; = measured value of variable

s% = variance

n = number of data points

When the experimental distribution can be characterized by the standard nor-
mal distribution, the variation about the mean is characterized by the standard
deviation as is shown in Figure 2.9. (Application of the central limit theorem to
data whose underlying distribution is not normal often results in the valid use
of the normal distribution.) When the number of data in the sample are large,
the estimated (sample) standard deviation is approximately equal to the popula-
tion standard deviation, and the following relationships are valid for the normally
distributed variable:

About 68.2% of the variable values are within s of mean.
About 95.4% of the variable values are within +2s of mean.
About 99.7% of the variable values are within £3s of mean.

In all control performance and benefits analysis, the mean and standard de-
viation can be used in place of the frequency distribution when the distribution is
normal. As is apparent, a narrow distribution is equivalent to a small standard devia-
tion. Although the process data can often be characterized by a normal distribution,
the method for calculating benefits does not depend on the normal distribution,
which was introduced here to relate the benefits method to statistical terms often
used to describe the variability of data.

The empirical histogram provides how often—that is, what percentage of the
time—a variable has a certain value, with the value for each histogram entry taken
as the center of the variable interval. The performance of plant operation at each
variable value can be determined from the performance function. Depending on
the plant, the performance function could be reactor conversion, efficiency, pro-
duction rate, profit, or other variable that characterizes the quality of operation.
The average performance for a set of representative data (that is, frequency dis-
tribution) is calculated by combining the histogram and profit function according
to the following equation (Bozenhardt and Dybeck, 1986; Marlin et al., 1991; and
Stout and Cline, 1976).

M
Pye= ) F;P 2.3)
Jj=I
P,,. = average process performance
F; = fraction of data in interval j = N;/Nr
N; = number of data points in interval j
N7 = total number of data points
P; = performance measured at the midpoint of interval j
M = number of intervals in the frequency distribution

where
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Schematic presentation of the method for calculating the
average process performance from plant data.

This calculation is schematically shown in Figure 2.10. The calculation is tedious
when done by hand but is performed easily with a spreadsheet or other computer
program.

Note that methods for predicting how improved control affects the frequency
distribution require technology covered in Part III of the book. These methods
require a sound understanding of process dynamic responses and typical control
calculations. For now, we will assume that the improved frequency distribution
can be predicted.

EXAMPLE 2.1.

This example presents data for a reactor of the type shown in Figure 2.5. The
reaction taking place is the pyrolysis of ethane to a wide range of products, one
of which is the desired product, ethylene. The goal for this example is to maximize
the conversion of feed ethane. This could be achieved by increasing the reactor
temperature, but a hard constraint, the maximum temperature of 864°C, must not
be exceeded, or damage will occur to the furnace. Control performance data is
provided in Table 2.1.

In calculating benefits for control improvement, the calculation is performed
twice. The first calculation uses the base case distribution, which represents the
plant performance with poor control. The base case reactor temperature, shown as
the top graph in Figure 2.11, might result from control via the plant operator occa-
sionally adjusting the fuel flow. The second calculation uses the tighter distribution
shown in the middle graph, which results from improved control using methods de-

Benefits for Control



scribed in Parts |l and IV. The process performance correlation, which is required
to relate the temperature to conversion, is given in the bottom graph. The data for
the graphs, along with the calculations for the averages, are given in Table 2.1.
Control Objectives The difference between the two average performances, a conversion increase
and Benefits of 4.4 percent, is the benefit for improved control. Note that the benefit is achieved
by reducing the variance and increasing the average temperature. Both are re-
quired in this example; simply reducing variance with the same mean would not
be a worthwhile achievement! Naturally, this benefit must be related to dollars
and compared with the costs for equipment and personnel time when deciding
whether this investment is justified. The economic benefit would be calculated as
follows:

Aprofit = (feed flow) (A conversion) ($/kg products) (2.4)

In a typical ethylene plant, the benefits for even a small increase in conversion
would be much greater than the costs. Additional benefits would result from fewer
disturbances to downstream units and longer operating life of the fired heater due
to reduced thermal stress.

EXAMPLE 2.2.

A second example is given for the boiler excess oxygen shown in Figure 2.6. The
discussion in the previous section demonstrated that the profit is maximized when
the excess oxygen is maintained slightly above the stoichiometric ratio, where
the efficiency is at its maximum. Again, the process performance function, here
efficiency, is used to evaluate each operating value, and frequency distributions
are used to characterize the variation in performance.

The performance is calculated for the base case and an improved control
case, and the benefit is calculated as shown in Figure 2.12 for an example with

TABLE 2.1

Frequency data for Example 2.1

Data with
Initial data improved control
Temperature midpoint  Conversion P;
(°Cc) (%) Fj P;*Fj F; P;*F;
842 50 0 0 0 0
844 51 0.0666 3.4 0 0
846 52 0.111 5.778 0 0
848 53 0.111 5889 0 0
850 54 0.156 8.4 0 0
852 55 0.244 13.44 0 0
854 56 0.138 7467 O 0
856 57 0.111 6333 O 0
858 58 0.044 2.578 0.25 14.5
860 59 0.022 1.311 0.50 29.5
862 60 0 0 0.25 15
Average conversion (%) = Y P; * F; 54.6 59
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approach to the maximum temperature excess oxygen in boiler flue gas are
limit in a chemical reactor are calculated. calculated.

realistic data. The data for the graphs, along with the calculations for the averages,
are given in Table 2.2. The average efficiency increased by aimost 1 percent with
better control and would be related to profit as follows:

Aprofit = (A efficiency/100) (steam flow) (AH.p) ($/energy) (2.5)

This improvement would result in fuel savings worth tens of thousands of dollars
per year in a typical industrial boiler. In this case, the average of the process
variable (excess oxygen) is the same for the initial and improved operations, be-
cause the improvement is due entirely to the reduction in the variance of the excess
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TABLE 2.2

oxygen. The difference between the chemical reactor and the boiler results from
the different process performance curves. Note that the improved control case has
its desired value at an excess oxygen value slightly greater than where the maxi-
mum profit occurs, so that the chance of a dangerous condition is negligibly small.

A few important assumptions in this benefits calculation method may not be
obvious, so they are discussed here. First, the frequency distributions can never
be guaranteed to remain within the operating window. If a large enough data
set were collected, some data would be outside of the operating window due to
infrequent, large disturbances. Therefore, some small probability of exceeding the
constraints always exists and must be accepted. For soft constraints, it is common
to select an average value so that no more than a few percent of the data exceeds the
constraint; often the target is two standard deviations from the limit. For important
hard constraints, an average much farther from the constraint can be selected, since
the emergency system will activate each time the system reaches a boundary.

A second assumption concerns the mixing of steady-state and dynamic re-
lationships. Remember that the process performance function is developed from
steady-state analysis. The frequency distribution is calculated from plant data,
which is inherently dynamic. Therefore, the two correlations cannot strictly be
used together, as they are in equation (2.3). The difficulty is circumvented if the
plant is assumed to have operated at quasi-steady state at each data point, then
varied to the next quasi-steady state for the subsequent data point. When this
assumption is valid, the plant data is essentially from a series of steady-state oper-
ations, and equation (2.3) is valid, because all data and correlations are consistently
steady-state.

Frequency data for Example 2.2

Data with
Initial data improved control

Excess oxygen midpoint Boiler efficiency P

(mol fraction) (%) Fj P;*F; F; P;*F;
0.25 83.88 0 0 0 0
0.75 85.70 0 0 0 0
1.25 86.85 0.04 347 O 0
1.75 87.50 0.12 1050  0.250 2.19
2.25 87.70 024 2105 0475 41.66
2.75 87.54 0.12 10.50 0.475 41.58
3.25 87.10 020 1742 0.025 2.18
3.75 86.48 0.04 346 O 0
4.25 85.76 0.08 68 O 0
4.75 85.02 0.04 340 O 0
5.25 84.36 0.08 675 O 0
5.75 83.86 0.04 33 0 0

7.70

Average efficiency (%) =Y P; x F; = 86.77 8




Third, the approach is valid for modifying the behavior of one process variable,
with all other variables unchanged. If many control strategies are to be evaluated,

the interaction among them must be considered. The alterations to the procedure Importance of Control
depend on the specific plant considered but would normally require a model of the Engineering
integrated plant.

The analysis method presented in this section demonstrates that information on the
variability of key variables is required for evaluating the performance ofa process—
average values of process variables are not adequate.

The method explained in this section clearly demonstrates the importance of
understanding the goals of the plant prior to evaluating and designing the control
strategies. It also shows the importance of reducing the variation in achieving good
plant operation and is a practical way to perform economic evaluations of potential
investments.

2.5 @ IMPORTANCE OF CONTROL ENGINEERING -

Good control performance yields substantial benefits for safe and profitable plant
operation. By applying the process control principles in this book, the engineer
will be able to design plants and control strategies that achieve the control objec-
tives. Recapitulating the material in Chapter 1, control engineering facilitates good
control by ensuring that the following criteria are satisfied.

Control Is Possible

The plant must be designed with control strategies in mind so that the appropriate
measurements and manipulated variables exist. Control of the composition of the
liquid product from the flash drum in Figure 2.2 requires the flexibility to adjust
the valves in the heating streams. Even if the valve can be adjusted, the total heat
exchanger areas and utility flows must be large enough to satisfy the demands of
the flash process. Thus, the chemical engineer is responsible for ensuring that the
process equipment and control equipment provide sufficient flexibility.

The Plant Is Easy to Control

Clearly, reduction in variation is desired. Typically, plants that are subject to few
disturbances, due to inventory (buffer) between the disturbance and the controlled
variable, are easier to control. Unfortunately, this is contradictory to many modern
designs, which include energy-saving heat integration schemes and reduced plant
inventories. Therefore, the dynamic analysis of such designs is important to deter-
mine how much (undesired) variance results from the (desired) lower capital costs
and higher steady-state efficiency. Also, the plant should be “responsive”; that is,
the dynamics between the manipulated and controlled variables should be fast—the
faster the better. Plant design can influence this important factor substantially.
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Proper Control Calculations Are Used

Properly designed control calculations can improve the control performance by
reducing the variation of the controlled variable. Some of the desired characteristics
for these calculations are simplicity, generality, reliability, and flexibility. The basic
control algorithm is introduced in Chapter 8.

Control Equipment Is Properly Selected

Equipment for process control involves considerable cost and must be selected
carefully to avoid wasteful excess equipment. Information on equipment cost can
be obtained from the references in Chapter 1.

EXAMPLE 2.3.

Control performance depends on process and control equipment design. The
plant section in Figure 2.13a and b includes different designs for a packed-bed
chemical reactor and two distillation towers. The feed to the plant section experi-
ences composition variation, which results in variation in the product composition,
which should be maintained as constant as possible.

The lower-cost plant design in Figure 2.13a has no extra tankage and a low-
cost analyzer that must be placed after the distillation towers. The more costly
design has a feed tank, to reduce the effects of the feed compositions through
mixing, and a more expensive analyzer located at the outlet of the reactor for faster
sensing. Thus, the design in Figure 2.13b has smaller disturbances to the reactor
and faster control. The dynamic responses show that the control performance of
the more costly plant is much better. Whether the investment is justified requires an
economic analysis of the entire plant. As this example demonstrates, good control
engineering involves proper equipment design as well as control calculations.

EXAMPLE 2.4.

Control contributes to safety by maintaining process variables near their desired
values. The chemical reactor with highly exothermic reaction in Figure 2.14 demon-
strates two examples of safety through control. Many input variables, such as feed
composition, feed temperature, and cooling temperature, can vary, which could
lead to dangerous overflow of the liquid and large temperature excursions (run-
away). The contro! design shown in Figure 2.14 maintains the level near its desired
value by adjusting the outlet flow rate, and it maintains the temperature near its
desired value by adjusting the coolant flow rate. If required, these controls could
be supplemented with emergency control systems.

EXAMPLE 2.5.

The type of control calculation can affect the dynamic performance of the process.
Consider the system in Figure 2.15a through c, which has three different control
designs, each giving a different control performance. The process involves mixing
two streams to achieve a desired concentration in the exit stream by adjusting one
of the inlet streams. The first design, in Figure 2.15a, gives the result of a very sim-
ple feedback control calculation, which keeps the controlled variable from varying
too far from but does not return the controlled variable to the desired value; this
deviation is termed offset and is generally undesirable. The second design, in
Figure 2.15b, uses a more complex feedback control calculation, which provides”
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(a) Example of a process design that is difficult to control.
(b) Example of a process that is easier to control.

response to disturbances that returns the controlled variable to its desired value.
Since the second design relies on feedback principles, the controlled variable ex-
periences a rather large initial deviation, which cannot be reduced by improved
feedback calculations. The third design combines feedback with a predicted cor-
rection based on a measurement of the disturbance, which is called feedforward.
The third design provides even better performance by reducing the magnitude
of the initial response along with a return to the desired value. The calculations
used for these designs, along with criteria for selecting among possible designs,
are covered in later chapters. This example simply demonstrates that the type of
calculation can substantially affect the dynamic response of a control system. FIGURE 2.14

Control for stirred-tank reactor.
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2.6 ©# CONCLUSIONS

Good control design addresses a hierarchy of control objectives, ranging from
safety to product quality and profit, which depend on the operating objectives for
the plant. The objectives are determined by both steady-state and dynamic analysis
of the plant performance. The steady-state feasible operating region is defined by
the operating window; plant operation should remain within the window, because
constraint violations involve severe penalties. Within the operating window, the
condition that results in the highest profit is theoretically the best operation. How-
ever, because the plant cannot be maintained at an exact value of each variable due
to disturbances, variation must be considered in selecting an operating point that
does not result in (unacceptably frequent) constraint violations yet still achieves a
high profit. Process control reduces the variation and results in consistently high
product quality and close approach to the theoretical maximum profit. Methods
for quantitatively analyzing these factors are presented in this chapter.

As we have learned, good performance provides “tight” control of key vari-
ables; that is, the variables vary only slightly from their desired values. Clearly,
understanding the dynamic behavior of processes is essential in designing control
strategies. Therefore, the next part of the book addresses process dynamics and
modelling. Only with a thorough knowledge of the process dynamics can we design

control calculations that meet demanding objectives and yield large benefits.
1 4

7
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~ These questlons prowde exerc1ses in’ relatlng process varlablhty to performance.
Much of the remainder of the book addresses how process control can reduce the
, vanabxhty of key varlables

QUESTIONS

2.1. For each of the following processes, identify at least one control objective in
each of the seven categories introduced in Section 2.2. Describe a feedback
approach appropriate for achieving each objective.

(a) The reactor-separator system in Figure 1.8
(b) The boiler in Figure 14.17

(¢) The distillation column in Figure 15.18
(d) The fired heater in Figure 17.17

2.2. The best distribution of variable values depends strongly on the perfor-
mance function of the process. Three different performance functions are
given in Figure Q2.2. In each case, the average value of the variable (xay.)
must remain at the specified value, although the distribution around the av-
erage is not specified. The performance function, P, can be assumed to be

A B C

Distribution
'~

Distribution
~

Distribution
~9

Process performance
Process performance
Process performance

Average Average Average
Process variable Process variable Process variable

FIGURE Q2.2
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2.7

a quadratic function of the variable, x, in every segment of the distribution.
Pi=a+b (xi — Xave) + ¢ (x; — xave)z

For each of the cases in Figure Q2.2, discuss the relationship between the
distribution and the average profit, and determine the distribution that will
maximize the average performance function. Provide quantitative justifi-
cation for your result.

The fired heater example in Figure 2.11 had a hard constraint.

(a) Sketch the performance function for this situation, including the per-
formance when violations occur, on the figure.

(b) Assume that the distribution of the temperature would have 0.005 frac-
tion of its operation exceeding the limit of 864°C and that each time
the limit is exceeded, the plant incurs a cost of $1,000 to restart the
equipment. Can you calculate the total cost per year for exceeding the
limit?

(c) Make any additional assumptions and complete the calculation.

Sometimes there is no active hard constraint. Assume that the fired heater
in Figure 2.11 has no hard constraint, but that a side reaction forming
undesired products begins to occur significantly at 850°C. This side reaction
has an activation energy with larger magnitude than the product reaction.
Sketch the shape of the performance function for this situation. How would
you determine the best desired (average) value of the temperature and the
best temperature distribution?

Sometimes engineers use a shortcut method for determining the average
process performance. In this shortcut, the average variable value is used,
rather than the full distribution, in calculating the performance. Discuss the
assumptions implicit in this shortcut and when it is and is not appropriate.

A chemical plant produces vinyl chloride monomer for subsequent produc-
tion of polyvinyl chloride. This plant can sell all monomer it can produce
within quality specifications. Analysis indicates that the plant can produce
175 tons/day of monomer with perfect operation. A two-month production
record is given in Figure Q2.6. Calculate the profit lost by not operating
at the highest value possible. Discuss why the plant production might not
always be at the highest possible value.

A blending process, shown in Figure Q2.7, mixes component A into a
stream. The objective is to maximize the amount of A in the stream without
exceeding the upper limit of the concentration of A, which is 2.2 mole/m>.
The current operation is “open-loop,” with the operator occasionally look-
ing at the analyzer value and changing the flow of A. The flow during the
period that the data was collected was essentially constant at 1053 m3/h.
How much more A could have been blended into the stream with perfect
control, that is, if the concentration of A had been maintained exactly at its
maximum? What would be the improvement if the new distribution were
normal with a standard deviation of 0.075 mole/m3?

41
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2.8. The performance function for a distillation tower is given in Figure Q2.8
in terms of lost profit from the best operation as a function of the bottoms
impurity, xg (Stout and Cline, 1978). Calculate the average performance
for the four distributions (A through D) given in Table Q2.8 along with
the average and standard deviation of the concentration, xg. Discuss the
relationship between the distributions and the average performance.
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2.9. Profit contours similar to those in Figure Q2.9 have been reported by
Gorzinski (1983) for a distillation tower separating normal butane and P ffﬁ;"i ,‘i’l
aximum

isobutane in an alkylation process for a petroleum refinery. Based on the
shape of the profit contours, discuss the selection of desired values for the
distillate and bottoms impurity variables to be used in an automation strat-
egy. (Recall that some variation about the desired values is inevitable.) If
only one product purity can be controlled tightly to its desired value, which
would be the one you would select to control tightly?

Heavy key in distillate (mole %)

W W 3 O

1 2 3
Light key in bottoms (mole %)



Process
Dynamics

The engineer must understand the dynamic behavior of a physical system in order
to design the equipment, select operating conditions, and implement an automation
technique properly. The need for understanding dynamics is first illustrated through
the discussion of two examples. The first involves the dynamic responses of the bus
and bicycle shown in Figure II.1. When the drivers wish to maneuver the vehicles,
such as to make a 180° U turn, the bicycle can be easily turned in a small radius,
while the bus requires an arc of considerably larger radius. Clearly, the design of
the vehicle affects the possible maneuverability, even when the bus has an expert
driver. Also, the driver of the bus and the rider of the bicycle must use different rules
in steering. This simple example demonstrates that (1) akey aspect of automation is
designing and building equipment that can be easily controlled, and (2) the design
and implementation of an automation system requires knowledge of the dynamic
behavior of the system.

These two important principles can be applied to the chemical reactor exam-
ple shown in Figure I1.2. The reactor operation can be influenced by adjusting the
opening of the valve in the coolant pipe, and the outlet concentration is measured
by an analyzer located downstream from the reactor outlet. Regarding the first
principle (the effect of process design), it seems likely that the delay in measuring
the outlet concentration would reduce the effectiveness of feedback control. Re-
garding the second principle (the effect of automation method), a very aggressive
method for adjusting the coolant flow could cause a large overshoot or oscillations
in returning the concentration to its desired value; thus, the feedback adjustments
should be tailored to the specific process.




46 The knowledge of dynamic behavior required for process control is formalized
i 5 in mathematical models. In fact, modelling plays such a central role in the theory
PART II and practice of process control that the statement is often made that modelling is
Process Dynamics the key element in the successful application of control. A complete explanation
of the needs of process control cannot be presented until more detail is covered
on feedback systems; however, the importance of the four basic questions to be
addressed through modelling should be clear from the general discussion in the
previous chapters, along with the examples in Figures IL.1 and I1.2.

1. Which variables can be influenced? Process control inherently involves some
manipulated variables, which can be adjusted, and some controlled variables,
which are affected by the adjustments. By turning the steering wheel, the
driver can influence the direction of the bus, but not its speed. By changing
the coolant valve opening in the reactor example, the reactor temperature
and concentration can be influenced. The identification of variables will be
addressed in this part through the analysis of degrees of freedom and cause-
effect relationships, and the aspect of controllability will be introduced later
in the book.

Over what range can the variables be altered? The acceptable range of pro-
cess variables, such as temperature and pressure, and the limited range of the
manipulated variables places bounds on the effects of adjustments. The bus
wheels can only be turned a maximum amount to the right and left, and the
coolant valve is limited between fully closed (no flow) and fully opened (max-
imum flow). The range of possible values is termed the operating window,
and models can be used to determine the bounds or “frame” on this window
quantitatively.

How effectively can feedback maintain the process at desired conditions? The
following aspects of the process behavior are required to implement process
control.

(@) Sign and magnitude of response: The bus driver must know how the bus
will respond when the wheel is turned clockwise, and the operator needs

FIGURE I1.2 to know whether temperature will increase or decrease when the valve
is opened. It is essential that the sign does not change and is best if the
magnitude does not vary greatly.

(b) Speed of response: The speed must be known to determine the manipu-
lations that can be entered; if the manipulations are too aggressive, the
system can oscillate and even become unstable. This can happen in driving

— a bus on a slippery road and in trying to control the concentration when

FIGURE Ii.1
Bus and bicycle maneuverability. 2

3

Nonisothermal CSTR.

53(')5“"’“ A there is a long delay between the adjusted variable and measurement.
ueput (¢) Shape of response: The shape of dynamic responses can vary greatly. For
System B Vo example, the two responses in Figure I1.3 have the same “speed” as mea-
Output sured by the time to reach their final values, but the shapes are different.
Response A, which gives an indication of the response without delay, is
Input - better for control than response B, which gives no output indication of

the input change for a long time.

Time 4. How sensitive are the results? Process control systems are usually applied in

FIGURE I1.3 industrial-scale plants that change operations often and experience variation



in operating conditions and equipment performance. This variation affects
the dynamic behavior of the process, the items in the preceding question,
which must be considered in process control. For example, the behavior of
the chemical reactor could depend on an inhibitor in the feed and catalyst
deactivation. The analysis of the possible variation in the system and sensitivity
of the dynamic behavior to the variability begins in the modelling procedure.

In summary, the dynamic features most favorable to good control include
(1) nearly constant sign and magnitude, (2) a fast response, (3) minimum delay,
and (4) insensitivity to process changes. This good situation cannot always be
achieved through process design, because processes are designed to meet additional
requirements such as high pressures, volumes for reactor residence times, or area
for mass transfer and heat transfer. However, the features that favor good control
should be a consideration in the process design and must be known for the design
of the process controls.

The modelling procedures in this part provide methods for determining these
features and for relating them to process equipment design and operating variables.
There are many types of models used by engineers, so important aspects of these
models used in this book are briefly summarized and compared with alternatives.

1. Mathematical models: The following definition of a mathematical model was
given by Denn (1986).

A mathematical model of a process is a system of equations whose so-
lution, given specific input data, is representative of the response of the
process to a corresponding set of inputs.

We will deal exclusively with mathematical models for process analysis. In
contrast, experimental or analog methods can use physical models, like a
model airplane in a wind tunnel or an electrical circuit, to represent the be-
havior of a full-scale system empirically.

2. Fundamental and empirical models: Fundamental models are based on such

principles as material and energy conservation and can provide great insight as

well as predictive power. For many systems, fundamental models can be very
complex, and simplified empirical models based on experimental dynamic
data are sufficient for many process control tasks. Both types of models are

introduced in Part II.

Steady-state and dynamic models: Both steady-state and dynamic models are

used in process control analysis. Dynamic modelling is emphasized in this

book because it is assumed that the reader has prior experience in steady-state
modelling.

4. Lumped and distributed models: Lumped models are valid for systems in
which the properties of a system do not depend on the position within the sys-
tem. For lumped systems, steady-state models involve algebraic equations, and
dynamic models involve ordinary differential equations. Distributed models
are valid for systems in which the properties depend on position, and their
dynamic models involve partial differential equations. To maintain a manage-

w

Process Dynamics
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able level of mathematical complexity, essentially all models in this book will
involve lumped systems, with the exception of a model for pure transportation
delay in a pipe. Since many chemical process designs involve inventories that
are approximately well-mixed, lumped models are often sufficient, but each
system should be evaluated for the proper modelling assumptions.

Finally, one must recognize that modelling is performed to answer specific
questions; thus, no one model is appropriate for all situations. The methods in
this part have been selected to provide the information required for the control
analyses included in this book and provide only a limited introduction to the topic
of process modelling. Many interesting modelling concepts, mathematical solution
techniques, and results for important process structures are not included. Therefore,
the reader is encouraged to refer to the references at the end of each chapter.

REFERENCE
Denn, M., Process Modeling, Pitman Publishing, Marshfield, MA, 1986.
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Principles

3.1 @ INTRODUCTION

The models addressed in this chapter are based on fundamental theories or laws,
such as the conservations of mass, energy, and momentum. Of many approaches to
understanding physical systems, engineers tend to favor fundamental models for
several reasons. One reason is the amazingly small number of principles that can
be used to explain a wide range of physical systems; thus, fundamental principles
simplify our view of nature. A second reason is the broad range of applicability
of fundamental models, which allow extrapolation (with caution) beyond regions
of immediate empirical experience; this enables engineers to evaluate potential
changes in operating conditions and equipment and to design new plants. Perhaps
the most important reason for using fundamental models in process control is the
analytical expressions they provide relating key features of the physical system
(flows, volumes, temperatures, and so forth) to its dynamic behavior. Since chemi-
cal engineers design the process, these relationships can be used to design processes
that are as easy to control as possible, so that a problem created through poor pro-
cess design need not be partially solved through sophisticated control calculations.

The presentation in this chapter assumes that the reader has previously studied
the principles of modelling material and energy balances, with emphasis on steady-
state systems. Those unsure of the principles should refer to one of the many
introductory textbooks in the area (e.g., Felder and Rousseau, 1986; Himmelblau,
1982). In this chapter, a step-by-step procedure for developing fundamental models
is presented that emphasizes dynamic models used to analyze the transient behavior
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TABLE 3.1

of processes and control systems. The procedure begins with a definition of the-
goals and proceeds through formulation, solution, results analysis, and validation.
Analytical solutions will be restricted to the simple integrating factor for this
chapter and will be extended to Laplace transforms in the next chapter.

Experience has shown that the beginning engineer is advised to follow this
procedure closely, because it provides a road map for the sequence of steps and a
checklist of issues to be addressed at each step. Based on this strong recommen-
dation, the engineer who closely follows the procedure might expect a guarantee
of reaching a satisfactory result. Unfortunately, no such guarantee can be given,
because a good model depends on the insight of the engineer as well as the pro-
cedure followed. In particular, several types of models of the same process might
be used for different purposes; thus, the model formulation and solution should
be matched with the problem goals. In this chapter, the modelling procedure is
applied to several process examples, with each example having a goal that would
be important in its own right and leads to insights for the later discussions of
control engineering. This approach will enable us to complete the modelling pro-
cedure, including the important step of results analysis, and learn a great deal of
useful information about the relationships between design, operating conditions,
and dynamic behavior.

3.2 @ A MODELLING PROCEDURE

Modelling is a task that requires creativity and problem-solving skills. A general
method is presented in Table 3.1 as an aid to learning and applying modelling
skills, but the engineer should feel free to adapt the procedure to the needs of

Outline of fundamental modelling procedure

1. Define goals 5. Analyze results
a. Specific design decisions a. Check results for correctness
b. Numerical values 1. Limiting and approximate answers
¢. Functional relationships 2. Accuracy of numerical method
d. Required accuracy b. Interpret results
2. Prepare information 1. Plot solution
a. Sketch process and identify system 2. Characteristic behavior like
b. Identify variables of interest oscillations or extrema
c. State assumptions and data 3. Relate results to data and assumptions
3. Formulate model 4. Evaluate sensitivity
a. Conservation balances 5. Answer “what if" questions
b. Constitutive equations 6. Validate model
c. Rationalize (combine equations a. Select key values for validation
and collect terms) b. Compare with experimental results
d. Check degrees of freedom c. Compare with results from more complex
e. Dimensionless form model
4. Determine solution
a. Analytical

b. Numerical




“particular problems. It is worth noting that the steps could be divided into two 1 |
categories: steps 1 to 3 (model development) and steps 4 to 6 (model solution T
or simulation), because several solution methods could be applied to a particular A Modelling
model. All steps are grouped together here as an integrated modelling procedure, Procedure
because this represents the vernacular use of the term modelling and stresses the
need for the model and solution technique to be selected in conjunction to satisfy
the stated goal successfully. Also, while the procedure is presented in a linear
manner from step 1 to step 6, the reality is that the engineer often has to iterate to
solve the problem at hand. Only experience can teach us how to “look ahead” so that
decisions at earlier steps are made in a manner that facilitate the execution of later
steps. Each step in the procedure is discussed in this section and is demonstrated
for a simple stirred-tank mixing process.

Define Goals

Perhaps the most demanding aspect of modelling is judging the type of model
needed to solve the engineering problem at hand. This judgment, summarized in
the goal statement, is a critical element of the modelling task. The goals should
be specific concerning the type of information needed. A specific numerical value
may be needed; for example, “At what time will the liquid in the tank overflow?”
In addition to specific numerical values, the engineer would like to determine
semi-quantitative information about the characteristics of the system’s behavior;
for example, “Will the level increase monotonically or will it oscillate?” Finally,
the engineer would like to have further insight requiring functional relationships;
for example, “How would the flow rate and tank volume influence the time that
the overflow will occur?”

Another important factor in setting modelling goals is the accuracy of a model
and the effects of estimated inaccuracy on the results. This factor is perhaps not
emphasized sufficiently in engineering education—a situation that may lead to
the false impression that all models have great accuracy over large ranges. The
modelling and analysis methods in this book consider accuracy by recognizing
likely errors in assumptions and data at the outset and tracing their effects through
the modelling and later analysis steps. It is only through this careful analysis that
we can be assured that designs will function properly in realistic situations.

EXAMPLE 3.1.

Goal. The dynamic response of the mixing tank in Figure 3.1 to a step change
in the inlet concentration is to be determined, along with the way the speed and
shape of response depend on the volume and flow rate. In this example, the outlet Fo
stream cannot be used for further production until 30% of the change in outlet con-
centration has occurred; therefore, a specific goal of the example is to determine
how long after the step change the outlet stream reaches this composition.

Prepare Information
v Ca

The first step is to identify the system. This is usually facilitated by sketching the
process, identifying the key variables, and defining the boundaries of the system FIGURE 3.1
for which the balances will be formulated. Continuous-flow stirred tank.
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The system, or control volume, must be a volume within which the important prop-
erties do not vary with position.

The assumption of a well-stirred vessel is often employed in this book because
even though no such system exists in fact, many systems closely approximate
this behavior. The reader should not infer from the use of stirred-tank models in
this book that more complex models are never required. Modelling of systems
via partial differential equations is required for many processes in which product
quality varies with position; distributed models are required for many processes,
such as paper and metals. Systems with no spatial variation in important variables
are termed lumped-parameter systems, whereas systems with significant variation
in one or more directions are termed distributed-parameter systems.

In addition to system selection, all models require information to predict a
system’s behavior. An important component of the information is the set of as-
sumptions on which the model will be based,; these are selected after consideration
of the physical system and the accuracy required to satisfy the modelling goals.
For example, the engineer usually is not concerned with the system behavior at
the atomic level, and frequently not at the microscopic level. Often, but not al-
ways, the macroscopic behavior is sufficient to understand process dynamics and
control. The assumptions used often involve a compromise between the goals of
modelling, which may favor detailed and complex models, and the solution step,
which favors simpler models.

A second component of the information is data regarding the physicochemical
system (e.g., heat capacities, reaction rates, and densities). In addition, the external
variables that are inputs to the system must be defined. These external variables,
sometimes termed forcing functions, could be changes to operating variables in-
troduced by a person (or control system) in an associated process (such as inlet
temperature) or changes to the behavior of the system (such as fouling of a heat
exchanger).

EXAMPLE 3.1.

Information. The system is the liquid in the tank. The tank has been designed
well, with baffling and impeller size, shape, and speed such that the concentration
should be uniform in the liquid (Foust et al., 1980).

Assumptions.
1. Well-mixed vessel
2. Density the same for A and solvent
3. Constant flow in

Data.
1. F, =0.085 m?/min; V = 2.1 m?; Cainit = 0.925 mole/m*; ACao = 0.925 mole/m?;
thus, Cao = 1.85 mole/m? after the step
2. The system is initially at steady state (Cao = Ca = Caimy @t t =0)

Note that the inlet concentration, Cao, remains constant after the step change has
been introduced to this two-component system.




Formulate the Model

First, the important variables, whose behavior is to be predicted, are selected. Then
the equations are derived based on fundamental principles, which usually can
be divided into two categories: conservation and constitutive. The conservation
balances are relationships that are obeyed by all physical systems under common
assumptions valid for chemical processes. The conservation equations most often
used in process control are the conservations of material (overall and component),
energy, and momentum.

These conservation balances are often written in the following general form
for a system shown in Figure 3.2:

Accumulation = in — out + generation 3.1

Fora well-mixed system, this balance will result in an ordinary differential equation
when the accumulation term is nonzero and in an algebraic equation when the
accumulation term is zero. General statements of this balance for the conservation
of material and energy follow.

OVERALL MATERIAL BALANCE.

{Accumulation of mass} = {mass in} — {mass out} (3.2)

COMPONENT MATERIAL BALANCE.

{Accumulation of component mass}
= {component mass in} — {component mass out}

+ {generation of component mass}
3.3)

ENERGY BALANCE.

{Accumulation of U + PE + KE} = {U + PE + KE in due to convection}
— {U + PE + KE out due to convection}
+0-W
(3.4)
which can be written for a system with constant volume as

{Accumulation of U + PE + KE} = {H + PE + KE in due to convection}
— {H + PE + KE out due to convection}
+ Q - Ws
3.5)
where H = U + pv = enthalpy
KE = kinetic energy
PE = potential energy
pv = pressure times specific volume (referred to as flow work)
O = heat transferred to the system from the surroundings
U = internal energy
W = work done by the system on the surroundings
W, = shaft work done by the system on the surroundings

A Modelling
Procedure
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The equations are selected to yield information on the key dependent vari-
ables whose behavior will be predicted within the defined system. The following
guidelines provide assistance in selecting the proper balances.

o Ifthe variable is fotal liquid mass in a tank or pressure in an enclosed gas-filled
vessel, a material balance is appropriate.

o If the variable is concentration (mole/m3 or weight fraction, etc.) of a specific
component, a component material balance is appropriate.

« If the variable is temperature, an energy balance is appropriate.

Naturally, the model may be developed to predict the behavior of several dependent
variables; thus, models involving several balances are common.

In fact, the engineer should seek to predict the behavior of all important de-
pendent variables using only fundamental balances. However, we often find that
an insufficient number of balances exist to determine all variables. When this is the
case, additional constitutive equations are included to provide sufficient equations
for a completely specified model. Some examples of constitutive equations follow:

Heat transfer: Q = hA(AT)
Chemical reaction rate: ra = koe E/RTC,
Fluid flow: F = C,(AP/p)'/?
Equation of state: PV =nRT

Phase equilibrium: yi = Kix;

The constitutive equations provide relationships that are not universally applicable
but are selected to be sufficiently accurate for the specific system being studied.
The applicability of a constitutive equation is problem-specific and is the topic of
a major segment of the chemical engineering curriculum.

An important issue in deriving the defining model equations is “How many
equations are appropriate?” By that we mean the proper number of equations to
predict the dependent variables. The proper number of equations can be determined
from the recognition that the model is correctly formulated when the system’s
behavior can be predicted from the model; thus, a well-posed problem should
have no degrees of freedom. The number of degrees of freedom for a system is
defined as

DOF = NV — NE (3.6)

with DOF equal to the number of degrees of freedom, NV equal to the number of
dependent variables, and NE equal to the number of independent equations. Not
every symbol appearing in the equations represents a dependent variable; some
are parameters that have known constant values. Other symbols represent external
variables (also called exogenous variables); these are variables whose values are
not dependent on the behavior of the system being studied. External variables may
be constant or vary with time in response to conditions external to the system,
such as a valve that is opened according to a specified function (e.g., a step). The
value of each external variable must be known. NV in equation (3.6) represents
the number of variables that depend on the behavior of the system and are to be
evaluated through the model equations.



It is important to recognize that the equations used to evaluate NE must be
independent; additional dependent equations, although valid in that they also de-
scribe the system, are not to be considered in the degrees-of-freedom analysis, A Modelling
because they are redundant and provide no independent information. This point is Procedure
reinforced in several examples throughout the book. The three possible results in
the degrees-of-freedom analysis are summarized in Table 3.2.

After the initial, valid model has been derived, a rationalization should be
considered. First, equations can sometimes be combined to simplify the overall
model. Also, some terms can be combined to form more meaningful groupings
in the resulting equations. Combining terms can establish the key parameters that
affect the behavior of the system; for example, control engineering often uses
parameters like the time constant of a process, which can be affected by flows,
volumes, temperatures, and compositions in a process. By grouping terms, many
physical systems can be shown to have one of a small number of mathematical
model structures, enabling engineers to understand the key aspects of these physical
systems quickly. This is an important step in modelling and will be demonstrated
through many examples.

A potential final modification in this step would be to transform the equation
into dimensionless form. A dimensionless formulation has the advantages of (1)
developing a general solution in the dimensionless variables, (2) providing a ratio-
nale for identifying terms that might be negligible, and (3) simplifying the repeated
solution of problems of the same form. A potential disadvantage is some decrease
in the ease of understanding. Most of the modelling in this book retains problem
symbols and dimensions for ease of interpretation; however, a few general results
are developed in dimensionless form.

EXAMPLE 3.1.

Formulation. Since this problem involves concentrations, overall and compo-
nent material balances will be prepared. The overall material balance for a time

TABLE 3.2

Summary of degrees-of-freedom analysis

DOF = NV - NE
DOF =0 The system is exactly specified, and the solution of the model can proceed.

DOF <0 The system is overspecified, and in general, no solution to the model exists
(unless all external variables and parameters take values that fortuitously satisfy
the model equations). This is a symptom of an error in the formulation. The likely
cause is either (1) improperly designating a variable(s) as a parameter or
external variable or (2) including an extra, dependent equation(s) in the model.
The model must be corrected to achieve zero degrees of freedom.

DOF > 0 The system is underspecified, and an infinite number of solutions to the model
exists. The likely cause is either (1) improperly designating a parameter or external
variable as a variable or (2) not including in the model all equations that determine
the system’s behavior. The model must be corrected to achieve zero degrees
of freedom.
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increment At is

{Accumulation of mass} = {mass in} — {mass out} (3.7)
PV)a+an — (PV) ) = FopAt — FipAt (3.8)
with p = density. Dividing by At and taking the limit as At — 0 gives
0
o«
d(pV) dp dv

—_— i —_— = — pF, .

T Y,dt +r— pFo— pFy (3.9)

The flow in, Fy, is an external variable, because it does not depend on the
behavior of the system. Because there is one equation and two variables (V and
F)) at this point, a constitutive expression is required for the flow out. Since the
liquid exits by overflow, the flow out is related to the liquid level according to a weir
equation, an example of which is given below (Foust et al., 1980).

F = kp\/ L- Lw for L> Ly (310)

with kr = constant, L = V/A, and Ly = level of the overflow weir. In this problem,
the level is never below the overflow, and the height above the overflow, L — Ly,
is very small compared with the height of liquid in the tank, L. Therefore, we will
assume that the liquid level in the tank is approximately constant, and the flows in
andoutareequal, b =F =F

dv

= F—-F =0 .. V = constant (3.11)

This result, stated as an assumption hereafter, will be used for all tanks with
overflow, as shown in Figure 3.1.

The next step is to formulate a material balance on component A. Since the
tank is well-mixed, the tank and outlet concentrations are the same:

Accumulation of | _ | component | ] component generation (3.12)
componentA | Ain A out of A '

MWAVCa)rsar — (MWAVCa), = MWAFCpo — MWL FCp) At (313)

with Ca being moles/volume of component A and MW, being its molecular weight,
and the generation term being zero, because there is no chemical reaction. Divid-
ing by At and taking the limit as A7 — 0 gives

dCy

MWAVT =MWAF(CAO '—CA) (314)

One might initially believe that another balance on the only other component,
solvent S, could be included in the model:

dcC
Mwsvd—tS = MWsF(Cso — Cs) (3.15)

with Cs the moles/volume and M Ws the molecular weight. However, equation (3.9)
is the sum of equations (3.14) and (3.15); thus, only two of the three equations
are independent. Therefore, only equations (3.11) and (3.14) are required for the
model and should be considered in determining the degrees of freedom. The fol-
lowing analysis shows that the model using only independent equations is exactly
specified:

Variables: Cx and F)
External variables: Fyand Cxo DOF=NV-NE=2-2=0
Equations: (3.11) and (3.14)



Note that the variable ¢ representing time must be specified to use the model
for predicting the concentration at a particular time.

The model is formulated assuming that parameters do not change with time,
which is not exactly correct but can be essentially true when the parameters change
slowly and with small magnitude during the time considered in the dynamic mod-
elling problem. What constitutes a “small” change depends on the problem, and
a brief sensitivity analysis is included in the results analysis of this example to
determine how changes in the volume and flow would affect the answer to this
example.

Mathematical Solution

Determining the solution is certainly of importance. However, the engineer should
realize that the solution is implicitly contained in the results of the Information and
Formulation steps; the solution simply “figures it out.” The engineer would like
to use the solution method that gives the most insight into the system. Therefore,
analytical solutions are preferred in most cases, because they can be used to (1) cal-
culate specific numerical values, (2) determine important functional relationships
among design and operating variables and system behavior, and (3) give insight
into the sensitivity of the result to changes in data. These results are so highly
prized that we often make assumptions to enable us to obtain analytical solutions;
the most frequently used approximation is linearizing nonlinear terms, as covered
in Section 3.4.

In some cases, the approximations necessary to make analytical solutions
possible introduce unacceptable errors into the results. In these cases, a numeri-
cal solution to the equations is employed, as described in Section 3.5. Although
the numerical solutions are never exact, the error introduced can usually be made
quite small, often much less than the errors associated with the assumptions and
data in the model; thus, properly calculated numerical solutions can often be con-
sidered essentially exact. The major drawback to numerical solutions is loss of
insight.

EXAMPLE 3.1.

Solution. The model in equation (3.14) is a linear, first-order ordinary differential
equation that is not separable. However, it can be transformed into a separable
form by an integrating factor, which becomes more easily recognized when the dif-
ferential equation is rearranged in the standard form as follows (see Appendix B):

_ 2.1 m?
~ 0.085 m?/ min

dC, 1 1 .V
— 4+ =Cpa=-C th —
dt + T AT TN W F

= 24.7 min = t = time constant

(3.16)

The parameter  is termed the time constant of the system and will appear in many
models. The equation can be converted into separable form by multiplying both
sides by the integrating factor, and the resulting equation can be solved directly:
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Integrating factor = IF = exp ( / ;dt) =

CHAPTER 3 1/t t/t
Mathematical P (d_q_‘i + ch) =¢'/* dCa + Ca de = d(e*Ca) = _Cﬂer/r (3.17)
Modelling Principles dt T dt dt dt T

t/T

CaoT
Cadlt = =2=e"" +1

Cpo=Cao+ 17"

Note that the integration was simplified by the fact that Cao is constant after the
step change (i.e., for t > 0). The initial condition is Ca(¢) = Caim at ¢ = 0, which
can be used to evaluate the constant of integration, I. This formulation implies that
the time ¢ is measured from the introduction of the step change.

I =Chnit—Cao .. Ca=Cap+ (Cainr — Can)e™""* (3.18)
(Ca — Cainit) = [Cao = (Cao)inie](1 —™/7)

The final equation has used the extra relationship that (Cao)ii = Cainie. SUb-
stituting the numerical values gives

Cp — 0.925 = (Cap — 0.925)(1 — ¢™"/%7)

Two important aspects of the dynamic behavior can be determined from equa-
tion (3.18). The first is the “speed” of the dynamic response, which is characterized
by the time constant, z. The second is the steady-state gain, which is defined as

Aoutput AC
Steady-state gain = K, = utput _ A

Ainput  ACro 1.0

Note that in this example the time constant depends on the equipment (V)
and operation of the process (F), and the steady-state gain is independent of
these design and operating variables. These values are not generally applicable
to other processes.

Results Analysis

The first phase of the results analysis is to evaluate whether the solution is correct,
at least to the extent that it satisfies the formulation. This can be partially verified by
ensuring that the solution obeys some limiting criteria that are more easily derived
than the solution itself. For example, the result

« Satisfies initial and final conditions

e Obeys bounds such as adiabatic reaction temperature

o Contains negligible errors associated with numerical calculations

» Obeys semi-quantitative expectations, such as the sign of the output change

Next, the engineer should “interrogate” the mathematical solution to elicit the
information needed to achieve the original modelling goals. Determining specific
numerical values is a major part of the results analysis, because engineers need
to make quantitative decisions on equipment size, operating conditions, and so
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forth. However, results analysis should involve more extensive interpretation of
the solution. When meaningful, results should be plotted, so that key features like
oscillations or extrema (maximum or minimum) will become apparent. Important
features should be related to specific parameters or groups of parameters to assist
in understanding the behavior. Also, the sensitivity of the result to changes in
assumptions or data should be evaluated. Sometimes this is referred to as what-if
analysis, where the engineer determines what happens if a parameter changes by a
specified amount. A thorough results analysis enables the engineer to understand
the result of the formulation and solution steps.

EXAMPLE 3.1.

Results analysis. The solution in equation (3.18) is an exponential curve as
shown in Figure 3.3. The shape of the curve is monotonic, with the maximum
rate of change occurring when the inlet step change is entered. The manner in
which the variable changes from its initial to final values is influenced by the time
constant (t), which in this problem is the volume divided by the flow. Thus, the
same dynamic response could be obtained for any stirred tank with values of flow
and volume that give the same value of the time constant. It is helpful to learn a
few values of this curve, which we will see so often in process control. The values
for the change in concentration for several values of time after the step are noted
in the following table.

Time from step Percent of final steady-state change in output

0 0

T 63.2
2t 86.5
3t 95.0
47 98.2

The specific quantitative question posed in the goal statement involves deter-
mining the time until 90 percent of the change in outlet concentration has occurred.
This time can be calculated by setting Ca = Cainir + 0.9(Cap — Camir) in €quation
(3.18), which on rearrangement gives

(Cadinit — Cao
Note that this is time from the introduction of the step change, which, since the step
is introduced at t = 10, becomes 66.8 in Figure 3.3. One should ask how important
the specification is; if it is critical, a sensitivity analysis should be performed. For
example, if the volume and flow are not known exactly but can change within
+ 5 percent of their base values, the time calculated above is not exact. The range
for this time can be estimated from the bounds on the parameters that influence
the time constant:

t=—1ln (O‘l[w“)*““ — C"°]) = —(24.7)(~2.30) = 56.8 min

L @D)(1.0s) e
Maximum ¢ = (0.085)(0.95)( 2.30) = 62.8 min
Minimum ¢ = —M(—Zw) = 51.4 min

(0.085)(1.05)
Given the estimated inaccuracy in the data, one should wait at least 62.8 (not 56.8)
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FIGURE 3.3

Dynamic result for Example 3.1.

minutes after the step to be sure that 80 percent of the concentration change has
occurred.

VALIDATION. Validation involves determining whether the results of steps 1
through 5 truly represent the physical process with the required fidelity for the
specified range of conditions. The question to be evaluated is, “Does the model
represent the data well enough that the engineering task can be performed using
the model?” Since we know that all models are simplified representations of the
true, complex physical world, this question must be evaluated with careful atten-
tion to the application of the model. We do not have enough background in control
engineering at this point, so the sensitivity of process and control design to mod-
elling errors must be deferred to a later point in the book; however, all methods
will be based on models, so this question will be addressed frequently because of
its central importance.

While the sensitivity analysis in step 5 could build confidence that the results
are likely to be correct, a comparison with empirical data is needed to evaluate
the validity of the model. One simple step is to compare the results of the model
with the empirical data in a graph. If parameters are adjusted to improve the fit of
the model to the data, consideration should be taken of the amount the parameters
must be adjusted to fit the data; adjustments that are too large raise a warning that
the model may be inadequate to describe the physical system.



It is important to recognize that no set of experiences can validate the model.
Good comparisons only demonstrate that the model has not been invalidated by
the data; another experiment could still find data that is not properly explained
by the model. Thus, no model can be completely validated, because this would
require an infinite number of experiments to cover the full range of conditions.
However, data from a few experiments can characterize the system in a limited
range of operating variables. Experimental design and modelling procedures for
empirical models are the topic of Chapter 6.

EXAMPLE 3.1.

Validation. The mixing tank was built, the experiment was performed, and sam-
ples of the outlet material were analyzed. The data points are plotted in Figure 3.4
along with the model prediction. By visual evaluation and considering the accuracy
of each data point, one would accept the model as “valid” (or, more accurately,
not invalid) for most engineering applications.

The modelling procedure presented in this section is designed to ensure that
the most common issues are addressed in a logical order. While the procedure is
important, the decisions made by the engineer have more impact on the quality of
the result than the procedure has. Since no one is prescient, the effects of early as-
sumptions and formulations may not be appropriate for the goals. Thus, a thorough
analysis of the results should be performed so that the sensitivity of the conclusions
to model assumptions and data is clearly understood. If the conclusion is unduly
sensitive to assumptions or data, an iteration would be indicated, employing a more
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Example 3.1.
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rigorous model or more accurate data. Thus, the procedure contains the essential
opportunity for evaluation and improvement.

3.3 @ MODELLING EXAMPLES

Most people learn modelling by doing modelling, not observing results of others!
The problems at the end of the chapter, along with many solved and unsolved
problems in the references and resources, provide the reader with ample opportu-
nity to develop modelling skills. To assist the reader in applying the procedure to
a variety of problems, this section includes a few more solved example problems
with solutions. In all examples, steps 1 to 5 are performed, but validation is not.

EXAMPLE 3.2. Isothermal CSTR

The dynamic response of a continuous-flow, stirred-tank chemical reactor (CSTR)
will be determined in this example and compared with the stirred-tank mixer in
Example 3.1.

Goal. Determine the dynamic response of a CSTR to a step in the inlet concen-
tration. Also, the reactant concentration should never go above 0.85 mole/m3. If
an alarm sounds when the concentration reaches 0.83 mole/m?, would a person
have enough time to respond? What would a correct response be?

Information. The process is the same as shown in Figure 3.1, and therefore, the
system is the liquid in the tank. The important variable is the reactant concentration
in the reactor.

Assumptions. The same as for the stirred-tank mixer.

Data. The flow, volume, and inlet concentrations (before and after the step) are
the same as for the stirred-tank mixer in Example 3.1.

1. F=0.085 m¥min; V=2.1 m3; (Cao)inic = 0.925 mole/m?3; ACao=0.925 mole/m>.

2. The chemical reaction is first-order, r, = —kC, with k = 0.040 min~"',

3. The heat of reaction is negligible, and no heat is transferred to the surround-
ings.

Formulation. Based on the model of the stirred-tank mixer, the overall material
balance again vields F, = F; = F. To determine the concentration of reactant, a
component material balance is required, which is different from that of the mixing
tank because there is a (negative) generation of component A as a result of the
chemical reaction.

{ Accumulation of | [ component component generation (3.19)
component A | Ain A out of A ‘
(MWAVCA)irar —(MWAVCR), = (MWAFCao — MWL FCA—MW,VEkCA) At (3.20)
Again, dividing by MW, (At) and taking the limit as At — 0 gives
dCy 1 F , , 14
I + ;CA = VCAO with the time constant T = FTVE

The degrees-of-freedom analysis yields one equation, one variable (C4), two ex-
ternal variables (F and C,y), and two parameters (V and k). Since the number of
variables is equal to the number of equations, the degrees of freedom are zero,
and the model is exactly specified.

(3.21)



Solution. Equation (3.21) is a nonseparable linear ordinary differential equation,
which can be solved by application of the integrating factor:

1
IF=exp(f; dt) =e'"

d(Cae’") F

_ t/t
dt 1% Cace
f d(Cretry = TR0 ‘C,“ f el* dr
3.22
FCA()T 1/t ( )

CAe'/' = Te +17

F
Ch = VTCAO +1et

The data give the initial condition of the infet concentration of 0.925 mole/m3
at the time of the step, ¢+ = 0. The initial steady-state reactor concentration can be
determined from the data and equation (3.21) with dCa/dt = 0.

(Cadinit = m(CAo)inn
0.085 mole
"~ 0.085 + (2.1)(0.040) 0925 = 0.465 m?
The constant of integration can be evaluated to be
[ = F(Caodinit — (Ca0)]l _ —F(ACao)
F+Vk T F+VK
This can be substituted in equation (3.22) to give
FCpo F(ACp) _
Ca = _ t/T
ASF+vk Frvk©

(3.23)

F
= (Ca)init + m[cm — (Ca0)imcl(1 — €7/%)

This can be rearranged with K, = F/(F + Vk) to give the change in reactor
concentration.

Ca — (CA)iniy = KpACao(1 — e7'/7)
AC, = (0.503)(0.925)(1 — e~'/%)

Again, the time constant determines the “speed" of the response. Note that in this
example, the time constant depends on the equipment (V), the operation (F), and
the chemical reaction (k), and that by comparing equations (3.16) and (3.21) the
time constant for the chemical reactor is always shorter than the time constant for
the mixer, using the same values for F and V. Their numerical values are

T= v _ 21 = 12.4min
T F+VK ~ 0.085+2.1(0.040)
F 0.085 mole/m>
Kp= F+ VK ~ 0.085+2.1(0.04) 0.503 mole/m3

Thus, the steady-state gain and time constant in this example depend on equip-
ment design and operating conditions.

Results analysis. First, the result from equation (3.23) is calculated and plot-
ted. As shown in Figure 3.5a, the reactant concentration increases as an expo-
nential function to its final value without overshoot or oscillation. In this case, the
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concentration exceeds its maximum limit; therefore, a corrective action will be
evaluated. The concentration reaches the alarm limit in 19.6 minutes after the step
(29.6 minutes in the figure) and exceeds the maximum limit after 22.5 minutes.
The sensitivity of this result can be evaluated from the analytical solution; in partic-
ular, the dependence of the time constant on variables and parameters is given in
equation (3.21). The time difference between the alarm and the dangerous condi-
tion is too short for a person to respond reliably, because other important events
may be occurring simultaneously.

Since a response is required, the safety response should be automated; safety
systems are discussed in Chapter 24. A proper response can be determined by
considering equation (3.21). The goal is to ensure that the reactor concentration
decreases immediately when the corrective manipulation has been introduced.
One manner (for this, but not all processes) would be to decrease the inlet con-
centration to its initial value, so that the rate of change of Ca would be negative
without delay. The transient response obtained by implementing this strategy when
the alarm value is reached is shown in Figure 3.5b. The model for the response
after the alarm value has been reached, 29.6 minutes, is of the same form as
equation (3.28), with the same time constant and gain.

R ]

EXAMPLE 3.3. Two isothermal CSTR reactors

A problem similar to the single CSTR in Example 3.2 is presented, with the only
difference that two series reactors are included as shown in Figure 3.6. Each tank
is one-half the volume of the tank in Example 3.2.

Goal. The same as that of Example 3.2, with the important concentration be-
ing in the second reactor. Determine the time when this concentration exceeds
0.85 mole/m3.
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FIGURE 3.6
Two CSTRs in series.

Information. The two systems are the liquid in each tank. The data is the same
as in Example 3.2, except that V; = V, = 1.05 m>.

1. F =0.085 m*/min; (Cao)inir = 0.925 mole/m3; ACao = 0.925 mole/m?.
2. The chemical reaction is first-order, T4, = —kCx with k = 0.040 min—"'.
3. The reactor is well mixed and isothermal.

Formulation. Again, due to the assumptions for the overflow tanks, the volumes
in the two tanks can be taken to be constant, and all flows are constant and equal.
The value of the concentration in the second tank is desired, but it depends on the
concentration in the first tank. Therefore, the component balances on both tanks
are formulated.

First tank: 2 di’“ = F(Cao — Ca1) — VikCa, (3.24)
dCaz
Second tank: Vo ar = F(Cp) — Ca2) — VokChps (325)

The result is two linear ordinary differential equations, which in general must be
solved simultaneously. Note that the two equations could be combined into a single
second-order differential equation; thus, the system is second-order.

Before proceeding to the solution, we should discuss a common error in for-
mulating a model for this example. The engineer might formulate one component
material balance, as given in the following.

Incorrect model
System: liquid in both tanks

dCasz

Component balance: = F(Cao — Ca2) — VkCa;

The choice of the system is not correct, because a balance on component A (Ca»)
must have a constant concentration of component A that is independent of location
within the system. This condition is satisfied by the second tank, but not by both
tanks. Also, the reaction rate depends on the concentration, which is different for
the two tanks. Therefore, the correct model includes two component balances, one
for each tank. Note that the correct model includes a balance for an intermediate
variable, Ca,, that is not a goal of the modelling but is required to determine Ca,.

Modelling Examples
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Dynamic responses for Example 3.3.

Solution. |n equations (3.24) and (3.25), the balance on the first tank does not in-
volve the concentration in the second tank and thus can be solved independently
from the equation representing the second reactor. (More general methods for
solving simultaneous linear differential equations, using Laplace transforms, are
presented in the next chapter.) The solution for the first balance can be seen to be
exactly the same form as the result for Example 3.2, equation (3.23). The analytical
expression for the concentration at the outlet of the first tank can be substituted into
equation (3.25) to give the model which must be solved. In this solution, the sub-
script “s” designates the initial steady-state value of the variable before the step,
and no subscript indicates the variable after the step; also, ACag = Cao — Caos-
Therefore, the model for Ca, after the substitution of equation (3.23) is

dCa

—+Chh=KC
Tdt+A2 Al

Since the two reactors are identical (and linear), the steady-state gains and time
constant for both are identical, i.e.,

K = F\/(F + Vik) = F>/(F> + V2k) = 0.669

= K[KCaos + KACao(1 — ™)) (3.26)

(outlet mole/m>) /(inlet mole/m?)

T = Vi/(F\ + Vik) = V3 /(F;, + V3k) = 8.25 min
(8.27)
Equation (3.26) can be solved by applying the integrating factor method.
IF=exp(/ % dt) ="
1/t 1744
ACxT) _ KK Cpos + KACho(1 — e~ (3.28)

dt T
Cur = K? (g?fe‘” dt + A—f—'ﬂ fe”’ dt — @ f ettt dt) e”'l®

AS’“’ te“”‘) +1e7'*

Ca = K? (CAOS + ACpg —

The integration constant can be evaluated using the initial condition of the reactor
concentration, which can be determined by setting dCa,/dt = 0 in equation (3.26)
to give Caz = K?(Cags) att = 0.

29 !

C ’, ’
Aot’e"") + 1" whent=0

K2Caos = K? (CAOs + ACx —

S = —KzACAo

Substituting the expression for the integration constant into equation (3.28) gives
the final expression for the concentration in the second reactor,

Ca=K? [CAO, + ACao(1 —€™/*) — ACpo (%) e“/'] (3.29)
The data can be substituted into equation (3.29) to give
Caz = 0414 +0.414(1 — ™/#%) — 0.050t¢™"/8 (3.30)

Results analysis. The shape of the transient of the concentration in the second
of two reactors in Figure 3.7 is very different from the transient for one reactor in
Figure 3.3. The second-order response for this example has a sigmoidal or “S”
shape, with a derivative that goes through a maximum at an inflection point and
reduces to zero at the new steady state. Also, the total conversion of reactant
is different from Example 3.2, although the total reactor volume is the same in



both cases. The increased conversion in the two-reactor system is due to the
higher concentration of the reactant in the first reactor. In fact, the concentration
of the second reactor does not reach the alarm or limiting values after the step
change for the parameters specified, although the close approach to the alarm
value indicates that a slight change could lead to an alarm.

The action upon exceeding the alarm limit in the second reactor would not be
as easily determined for this process, since equation (3.25) shows that decreas-
ing the inlet concentration to the first reactor does not ensure that the derivative
of the second reactor’s concentration will be negative. The system has “momen-
tum,” which makes it more difficult to influence the output of the second reactor
immediately.

EXAMPLE 3.4. On/off room heating

The heating of a dwelling with an on/off heater was discussed in Section 1.2. The
temperature was controlled by a feedback system, and semi-quantitative argu-
ments led to the conclusion that the temperature would oscillate. In this section, a
very simple model of the system is formulated and solved.

Goal. Determine the dynamic response of the room temperature. Also, ensure
that the furnace does not have to switch on or off more frequently than once per
3 minutes, to allow the combustion zone to be purged of gases before reignition.

Information. The system is taken to be the air inside the dwelling. A sketch of
the system is given in Figure 1.2, The important variables are the room temperature
and the furnace on/off status.

Assumptions.
1. The air in the room is well mixed.
2. No transfer of material to or from the dwelling occurs.
3. The heat transferred depends only on the temperature difference between the
room and the outside environment.
4. No heat is transferred from the floor or ceiling.
5. Effects of kinetic and potential energies are negligible.

Data.
1. The heat capacity of the air Cy is 0.17 cal/(g°C), density is 1190 g/m®.
2. The overall heat transfer coefficient, UA = 45 x 10° cal/(°C h).
3. The size of the dwelling is 5 m by 5 m by 3 m high.
4. The furnace heating capacity Q, is either 0 (off) or 1.5 x 10® (on) cal/h.
5. The furnace heating switches instantaneously at the values of 17°C (on) and
23°C (off).
6. The initial room temperature is 20°C and the initial furnace status is “off.”
7. The outside temperature T, is 10°C.

Formulation. The system is defined as the air inside the house. To determine the
temperature, an energy balance should be formulated, and since no material is
transferred, no material balance is required. The application of the energy balance
in equation (3.5) to this system gives

du
- 0)-O+0Q-W, (3.31)

The shaft work is zero. From principles of thermodynamics and heat transfer, the
following expressions can be used for a system with negligible accumulation of

Modelling Examples
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potential and kinetic energy:
du dT

ar = pVC,,E Q=-UA(T -T,)+ Qx (3.32)
with
0 whenT > 23°C
Q=1 1.5x10° whenT <17°C
unchanged when 17 < T < 23°C
to give
daT
pVCvE— =-UAT - T,)+ QO (3.33)

The degrees of freedom for this formulation is zero since the model has two equa-
tions, two variables (T and Q,,), four parameters (UA, C,, V, and p), and one exter-
nal variable (7;). Thus, the system is exactly specified with equation (3.33), when
the status of the heating has been defined by equation (3.32).

Solution. Rearranging equation (3.33) gives the following linear ordinary differ-
ential equation:

dT 1, _ UAT, + 0

with T = VG,
dt 't VpC, T UA

Equation (3.34) is a linear differential equation when the value of heat transferred,
Q. is constant. As described in the example data, @, has one of two constant
values, depending on the status of the furnace heating. Thus, the equation can be
solved using the integrating factor with one value of @, until the switching value
of temperature is reached; then, the equation is solved with the appropriate value
of @, until the next switch occurs. The solution for equation (3.34) is given in the
following:

(3.34)

T — Tt = (Troas = Ti)(1 — €7'7%) (3.35)

where t = time from step in O,
T = time constant = 0.34 h
Thna = final valueof T ast »> oo =T, + Q,/UA
= 10°C when @, =0
=43.3°C when Q) = 1.5 x 10°
Tinic = the value of T when a step in 9, occurs

Results analysis. First, the numerical result is determined and plotted in Figure
3.8. From the initial condition with the furnace off, the temperature decreases
according to equation (3.35) until the switch value of 17°C is reached. Then, the
furnace heating begins instantaneously (Q, changes from 0 to 1.5 x 108), and
since the system is first-order with no “momentum,” the temperature immediately
begins to increase. This procedure is repeated as the room temperature follows a
periodic trajectory between 17 and 23°C.

The analytical solution provides insight into how to alter the behavior of the
system. The time constant is proportional to the mass in the room, which seems
reasonable. Also, it is inversely proportional to the heat transfer coefficient, since
the faster the heat transfer, the more quickly the system reaches an equilibrium
with its surroundings; therefore, insulating the house will decrease UA and increase
the time constant. Finally, the time constant does not depend on the heating by
the furnace, which is the forcing function of the system; therefore, increasing the
capacity of the furnace will not affect the time constant, aithough it will affect the
time between switches.



Room temperature, T
(%]
S

Time (hr)
x 108
T T T T T T T T T
S|l v [ H A A A -
E
g -
8
g
T
0 | [ | | 1 | 1 |
0 0.2 04 0.6 0.8 1 1.2 1.4 1.6 1.8 2
Time (hr)

FIGURE 3.8

Dynamic response for Example 3.4.

The goals of the modelling exercise have been satisfied. The temperature has
been determined as a function of time, and the switching frequency of the furnace
has been determined to be over 3 minutes; that is, longer than the minimum limit.
However, a switch could occur much faster due to a sudden change in outside
temperature or to a disturbance such as a door being opened, which would allow
a rapid exchange of warm and cold air. Therefore, a special safety system would
be included to ensure that the furnace would not be restarted until a safe time
period after shutting off.

Building heating and air conditioning have been studied intensively, and more
accurate data and models are available (McQuiston and Parker, 1988). Also, some
extensions to this simple example are suggested in question 3.9 at the end of the
chapter (adding capacitance, changing UA, and including ventilation).

This example is the first quantitative analysis of a continuous feedback con-
trol system. The simplicity of the model and the on/off control approach facilitated
the solution while retaining the essential characteristics of the behavior. For most
industrial processes, the oscillations associated with on/off control are unaccept-
able, and more complex feedback control approaches, introduced in Part Ill, are
required to achieve acceptable dynamic performance.

3.4 G LINEARIZATION

The models in the previous sections were easily solved because they involved
linear equations, which were a natural result of the conservation balances and con-
stitutive relationships for the specific physical systems. However, the conservation
and constitutive equations are nonlinear for most systems, and general methods for

Linearization
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FIGURE 3.9
Stirred tank with heat exchanger.

developing analytical solutions for nonlinear models are not available. An alter-
native is numerical simulation, covered later in this chapter, which can provide
accurate solutions for specific numerical values but usually offers much less un-
derstanding. Fortunately, methods exist for obtaining approximate linearized so-
lutions to nonlinear systems, and experience over decades has demonstrated that
linearized methods of control systems analysis provide very useful results for many
(but not all) realistic processes. Therefore, this section introduces the important
method for developing approximate linear models.

First, the concept of linearity needs to be formally defined. This will be done
using the concept of an operator, which transforms an input variable into an output
variable.

An operator .77 1s linear 1f it satxsﬁes the propertles of addmvuy an Apropomonahty,
whlch are mcluded in the followmg superposmon, where x; are variables anda and
b are constants B

2 '.‘ff(éﬁcg:-v!:*b,{z}f=“af‘(;fx.l') bFa) .[ E (3.36> ,

We can test any term in a model using equation (3.36) to determine whether it is
linear. A few examples are given in the following table.

Function Check for linearity Is check satisfied?

F(x)=kx k(ax, + bxy) L kax, + kbx, Yes
Fx)=kx'"?  k(ax; +bxy) 2+ k(ax )1/2 +k(bx2)1/2 No

T A R G S L R O

Next, it is worthwhile considering the dynamic behavior of a process, such as
the stirred-tank heat exchanger shown in Figure 3.9, subject to changes in the feed
temperature and cooling fluid flow rate. For a linear system, the result of the two
changes is the sum of the results from each change individually. The responses to
step changes in the feed temperature (at ¢ = 5) and cooling medium flow rate (at
t = 20) are shown in Figure 3.10. The responses in parts a and b are the effects
of each disturbance individually, and the response in part c is the total effect,
which for this linear process is the sum of the two individual effects. Note that the
true physical system experiences only the response in Figure 3.10c; the individual
responses are the linear predictions for each input change. (The model for this
system will be derived in Example 3.7.) This concept, as an approximation to real
nonlinear processes, is used often in analyzing process control systems.

A linearized model can be developed by approximating each nonlinear term
with its linear approximation. A nonlinear term can be approximated by a Taylor
series expansion to the nth order about a point if derivatives up to nth order exist at
the point; the general expressions for functions of one and two variables are given
in Table 3.3.

The term R is the remainder and depends on the order of the series. A few
examples of nonlinear terms that commonly occur in process models, along with



TABLE 3.3

Taylor series for functions of one and two variables

Function of one variable about x;
1 2

dF
F = F ¥ - . = As FYRrG) — As 2 .
() = Flx) + — xx(x X)+ 517 xs(x x)°+ R (3.38)
Function of two variables about x);, xa;
aF aF
F(x1, x2) = F(x5, X25) + — (X1 —x15) + — (x2 = x25)
dx) X150X2s 3%, X1siX2s
1 8°F . 18%F 2
+ Z—axf o (X1 = xi)” + E_axg . (2 — x25) (3.39)
rF (x X )+ R
—x15)(x —x
8x,3x2 XlsoX2s ! : 2 =

their linear approximations about x;, are the following:

Fix)=x'"?  Fx)~x!/?2+ %x_;'/ 2(x — xg)
X X5 1
F = F x -
*) 1 +ax (x) 14+ axg + (1 + ax,)? (= x)

The accuracy of the linearization can be estimated by comparing the magnitude
of the remainder, R’, to the linear term. For a linear Taylor series approximation
in one variable,
1d*F

T 2dx?|,,

! with & between x and x;

(x — x;)? (3.37)

The accuracy of a sample linearization is depicted in Figure 3.11. From this
figure and equation (3.37), it can be seen that the accuracy of the linear approxima-
tion is relatively better when (1) the second-order derivative has a small magnitude
(there is little curvature) and (2) the region about the base point is small. The suc-
cessful application of linearization to process control systems is typically justified
by the small region of operation of a process when under control. Although the
uncontrolled system might operate over a large region because of disturbances in
input variables, the controlled process variables should operate over amuch smaller
range, where the linear approximation often is adequate. Note that the accuracy of
the linearization would in general depend on the normal operating point x;.

Several modelling examples of linearized models are now given, with the
linearized results compared with the nonlinear results. In all cases, the models
will be expressed in deviation variables, such as x — x;, where the subscript s
represents the steady-state value of the variable. The deviation variable will always
be designated with a prime (').

Deviation variable: (x — x;) = x’  with x; = steady-state value

Linearization
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Response of the linear system in
Figure 3.9 to positive step changes in
two input variables, 7 and F,.
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FIGURE 3.11

Comparison of a nonlinear function y = (1.5x% + 3) with its linear
approximation about x; = 1.

A deviation variable simply translates the variable value (x) by a constant, and
the value of the variable (x) is easily recovered by adding the initial steady-state
value x; to its deviation value, x’. The use of deviation variables is not necessary
and provides no advantage at this point in our analysis. However, expressing a
model in deviation variables will be shown in Chapter 4 to provide a significant
simplification in the analysis of dynamic systems; therefore, we will begin to use
them here for all linear or linearized systems.

EXAMPLE 3.5. Isothermal CSTR

The solution to the single-tank CSTR problem in Example 3.2 is now presented for
a second-order chemical reaction.

Goal. Determine the transient response of the tank concentration in response to
a step in the inlet concentration for the nonlinear and linearized models.

Information. The process equipment and flow are the same as shown in Figure
3.1. The important variable is the reactant concentration in the reactor.

Assumptions. The same as in Example 3.1.

Data. The same as in Example 3.2 except the chemical reaction rate is second-
order, with r4 = —kC% and k = 0.5[(mole/m?) min]~.

1. F=0.085m3/min; V=2.1m% (Cao)imir =0.925 mole/m?3; ACxo=0.925 mole/m?;
(CA)ini =0.236 mole/m3.
2. The reactor is isothermal.

Formulation. The formulation of the equations and analysis of degrees of free-
dom are the same as in Example 3.2 except that the rate term involves the reactant



concentration to the second power.

dac
vEﬁ = F(Cao — Ca) — VKC2 (3.40)
To more clearly evaluate the model for linearity, the values for all constants (in this

example) can be substituted into equation (3.40), giving the following:
(2.1)d—:-t-'1 = (0.085)(1.85 — Cn) — (2.1)(0.50)C§

The only nonlinear term in the equation is the second-order concentration term in
the rate expression. This term can be linearized by expressing it as a Taylor series
and retaining only the linear terms:

Ci & C2 4 2Cx;(Ca — Cas) (3.41)

Recall that C,, is evaluated by setting the derivative to zero in equation (3.40)
and solving for Ca, with Cao having its initial value before the input perturbation,
because the linearization is about the initial steady state. The approximation is
now substituted in the process model:
dCa 2
V—= = F(Cpo — Ca) = [VKCE, +2VkCas(Ca = Cas)] (3.42)
The model can be expressed in deviation variables by first repeating the linearized
model, equation (3.42), which is valid for any time, at the steady-state point, when
the variable is equal to its steady-state value:

d CA.:
dt

Then equation (3.43) can be subtracted from equation (3.42) to give the equation
in deviation variables:

o=V

= F(CAOJ - CAs) - [chiy + 2VkCAs(CAs - CAs)] (343)

CI
vdd—tA = F(Cjy — Ci) = 2VkCasC), (3.44)

The resuiting model is a first-order, linear ordinary differential equation, which can
be rearranged into the standard form:

ac, 1\, F., . v
— 4+ ;CA = VCAO witht = m = 3.62 min (345)

Solution. Since the input forcing function is again a simple step, the analytical
solution can be derived by a straightforward application of the integrating factor:

F
A=Chol === )1 —e""") = ACpoK,(1 —€™'"
Ca CAO(F—E—ZVkCM)( e”’") a0 Kp(1 —e™h)
with
F
K,= ——o
P F 4+ 2VkCa,

The data can be substituted into this expression to give

Cj = (0.925)(0.146)(1 — e™'/362)

=0.146 and ACao = 0.925 mole/m? (3.46)

Results Analysis. The linearized solution from equation (3.46) is plotted in Fig-
ure 3.12 in comparison with the solution to the original nonlinear differential
equation, equation (3.40). The linear solution can be seen to give a good semi-
guantitative description of the true process response.

Linearization
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Dynamic responses for Example 3.5,

An important advantage of the linearized solution is in the analytical relation-
ships. For example, the time constants and gains of the three similar continuous-
flow stirred-tank processes—mixer, linear reactor, and linearized model of nonlin-
ear reactor—are summarized in Table 3.4. These results can be used to learn how
process equipment design and process operating conditions affect the dynamic
responses. Clearly, the analytical solutions provide a great deal of useful informa-
tion on the relationship between design and operating conditions and dynamic
behavior.

TABLE 3.4
Summary of linear or linearized models for single stirred-tank systems

Is the system Time constant Steady-state gain,

Physical system linear? (z) Ky

Example 3.1 (CST mixing) Yes V/F 1.0

Example 3.2 (CSTR with Yes V/(F + Vk) F/(F + Vk)
first-order reaction)

Example 3.5 (CSTR with No V/(F 4+ 2VkCa) F/(F +2VkChas)

second-order reaction) (linearized model) (linearized model)




EXAMPLE 3.6. Tank draining

The level and flow through a partially opened restriction out of the tank system in
Figure 3.13 is considered in this example.

Goal. Determine a model for this system. Evaluate the accuracies of the lin-
earized solutions for small (10 m3/h) and large (60 m3/h) step changes in the inlet
flow rate.

Information. The system is the liquid in the tank, and the important variables
are the level and flow out.

Assumptions.
1. The density is constant.
2. The cross-sectional area of the tank, A, does not change with height.

Data.
1. The initial steady-state conditions are (i) flows = Fy = F; = 100 m3/h and (ii)
level =L =7.0m.
2. The cross-sectional area is 7 m2.

Formulation. The level depends on the total amount of liquid in the tank; thus,
the conservation equation selected is an overall material balance on the system.

pASL = pFy— oF, (3.47)

This single balance does not provide enough information, because there are

two unknowns, F; and L. Thus, the number of degrees of freedom (1) indicates that

another equation is required. An additional equation can be provided to determine

F, without adding new variables, through a momentum balance on the liquid in

the exit pipe. In essence, another subproblem is defined to formulate this balance.
The major assumptions for this subproblem are that

1. The system is at quasi-steady state, since the dynamics of the pipe flow will
be fast with respect to the dynamics of the level.

2. The total pressure drop is due to the restriction.

3. Conventional macroscopic flow equations, using relationships for friction fac-
tors and restrictions, can relate the flow to the pressure driving force (Foust
et al., 1980; Bird, Stewart, and Lightfcot, 1960).

With these assumptions, which relate the flow out to the liquid level in the tank, the
balance becomes

Fy = f(F\)(Py + pL — P)** = kp, L*? (3.48)

with P, constant. The system with equations (3.47) and (3.48) and with two vari-
ables, F, and L, is exactly specified. After the equations are combined, the system
can be described by a single first-order differential equation:
AE = Fy —kr L% (3.49)
dt
To more clearly evaluate the model for linearity, the values for all constants (flow,
area, and kr; = 37.8) can be substituted into equation (3.49), giving the following:

(7)% = (100 + 10) — (37.8)L%}

Linearization
Fy
P,
L
| —D<_—» F 1
P,
FIGURE 3.13

Level in draining tank for Example 3.6.
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The only nonlinear term in the equation is the square root of level, which can be
linearized as shown in the following:

L0~ L0 4+ 0.5L7°5(L - Ly) (3.50)

This expression can be used to replace the nonlinear term. The resulting equation,
after subtracting the linearized balance at steady-state conditions and noting that
the input is a constant step (i.e., F; = AF), is

dL’

A—at— = AFy — (0.5kp L7OS)L (38.51)
Solution. The linearized differential equation can be rearranged and solved as
before.
dar’ 1 1 A
— — 4 e i E e—— 3-52
ar Tl =aAh T = s (352)
giving the solution
F,
L= "; D 4 remre (3.53)

The initial condition is that L’ = 0 at # = 0, with time measured from the input step;
thus, I = —tAFy/A. Substitution gives

'L'AFO
LI = 1 — —l/f
1 (1—-¢77)

) i} : (3.54)

— — piT i _—— T e

= AFOK;;(1 e”'") with KP A O.SkmLs'o's
For this example,

Fis  100m/h m®/h

kpy = = —— 1 =378—

LS~ /7 mos m03

L' =0.14AFy(1 — ¢'/%%)

m

T=098h  Kp=0l4—p

Results analysis. The solution of the linearized model indicates an exponential
response to a step change. The results for the small and large step changes in flow
in are plotted in Figure 3.14a and b, respectively. The solution to the approximate
linearized model is quite accurate for the small step; however, it is inaccurate for a
large step, even predicting an impossible negative level at the final steady state.
The general trend that the linearized model should be more accurate for a small
than for a large step conforms to the previous discussion of the Taylor series. Also,
the large variation of the level, which for the larger input step is not maintained
close to its initial condition as shown in Figure 3.14b, suggests that the linear
solution might not be very accurate.

EXAMPLE 3.7. Stirred-tank heat exchanger

To provide another simple example of an energy balance, the stirred-tank heat
exchanger in Figure 3.9 is considered.

Goal. The dynamic response of the tank temperature to a step change in the
coolant flow is to be determined.

Information. The system is the liquid in the tank.
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FIGURE 3.14

Dynamic responses for Example 3.6: (a) for a small input change
(linearized and nonlinear essentially the same curve); (b) for a

large input change.
Assumptions.
1. The tank is well insulated, so that negligible heat is transferred to the sur-
roundings.

2. The accumulation of energy in the tank walls and cooling coil is negligible
compared with the accumulation in the liquid.
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3. The tank is well mixed.
4. Physical properties are constant.
5. The system is initially at steady state.

Data. F=0.085m3/min;V=2.1m?% T, =85.4°C; p=10° g/m* C,=1 cal/(g°C);
To = 150°C; T, = 25°C; Fs = 0.50 m3/min; Cpc = 1 cal/( g°C); o = 108 g/m3;
a = 1.41 x 10° cal/min°C; b = 0.50.

Formulation. Overall material and energy balances on the system are required
to determine the flow and temperature from the tank. The overall material balance
is the same as for the mixing tank, with the result that the level is approximately
constant and F, = F, = F. For this system, the kinetic and potential energy ac-
cumulation terms are zero, and their input and output terms cancel if they are not
zero. The energy balance is as follows:

2 = (Ho) ~ (Hi} + 2~ W, (3.55)
Also, it is assumed (and could be verified by calculations) that the shaft work is
negligible. Now, the goal is to express the internal energy and enthalpy in measur-
able variables. This can be done using the following thermodynamic relationships
(Smith and Van Ness, 1987):

dU/dt = pVC, dT/dt =~ pVC, dT/dt (3.56)
H; = pC,Fi(T; — Trer) (3.57)

Note that the heat capacity at constant volume is approximated as the heat capac-
ity at constant pressure, which is acceptable for this liquid system. Substituting
the relationships in equations (3.56) and (3.57) into (3.55) gives

daT

PVCra

This is the basic energy balance on the tank, which is one equation with two

variables, T and Q. To complete the model, the heat transferred must be related

to the tank temperature and the external variables (coolant flow and temperature).

Thus, a subproblem involving the energy balance on the liquid in the cooling coils
is now defined and solved (Douglas, 1972). The assumptions are

= pch[(Tb —Teet) = (T) — Teer)]1 + Q (358)

1. The coil liquid is at a quasi-steady state.

2. The coolant physical properties are constant.

3. The driving force for heat transfer can be approximated as the average be-
tween the inlet and outlet.

With these assumptions, the energy balance on the cooling coil is

Q
Teow = Tgin — ——— .59
cout cmn pc Cpc Fc (3 5 )
The subscript ¢ refers to the coolant fluid. Now, two constitutive relationships are
employed to complete the model. The heat transferred can be expressed as

(T - Tcin) + (T - 7;:vaut)
2
The heat transfer coefficient would depend on both film coefficients and the wall

resistance. For many designs the outer film resistance in the stirred tank and
the wall resistance would be small compared with the inner film resistance; thus,




UA = hi,A. The inner film coefficient can be related to the flow by an empirical
relationship of the form (Foust et al., 1980)

UA=aPF? (3.61)

Equations (3.59) to (3.61) can be combined to eliminate 7., and UA to give
the following expression for the heat transferred:

b1
aF;

aF?
F. + <
¢ 2pccpc

Q=- (T — Toin) (3.62)

This solution to the subproblem expresses the heat transferred in terms of the
specified, external variables (F, and T,) and the tank temperature, which is the
dependent variable to be determined. Equation (3.62) can be substituted into
equation (3.58) to give the final model for the stirred-tank exchanger.

dT aFbt!
VPCPI =CppF(Th —T) — #(T = Tiin) (3.63)
F, <
* 2pccpc

The degrees-of-freedom analysis results in one variable (T), one equation
(3.63), four external variables (7., Ty, and F are assumed constant, and F. can
change with time), and seven parameters. Thus, the model is exactly specified.

To evaluate the linearity of the model, all constants (for this example) are
substituted into equation (3.63) to give the following:

141 x 10 F05
F, + (0.141)F03

The model is nonlinear because of the F, terms and the product of F, times T.
Therefore, the second term in equation (3.63) must be linearized using the Taylor
series in two variables, which yields the following result:

Q=0 — VAT — T,) + Krc(Fe — Fes) (3.64)

2.1x 106)‘;—{ = (0.85 x 10°)(150 — T) — (T -25)

—aF"™ (T - T.)

Qs = ot aFf
T 20:Chc ],
(3.65)

bF"(F +4 : )(T Tar)

. aFb+! e\ T 5 20.C,e
va; = aF? Kre = aF? \’
F.4 —= F - )

¢ 2P¢-Cpc s ( ¢ + 2pCCpc s

The linear approximation can be used to replace the nonlinear term, and again
the equation can be expressed in deviation variables:

TI
VC,,pdd—t = FoCp(~T') — UA'T' + K¢ F, (3.66)

Solution. The resulting approximate model is a linear first-order ordinary differ-
ential equation that can be solved by applying the integrating factor.

’ . F UA*\"'
T lT’— K. F witht=(—+ ’)

el = — 3.67
dt 't VeC, ¢ V ' VeC, (367)

Linearization
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Dynamic response for Example 3.7.

For a step change in the coolant flow rate at t = 0 and 7’(0) = 0, the solution is
given by

, KF AF.t _ -
T = V‘p—c:(l —e'"y= AF.K,(1 —e™'") (3.68)
The linearized coefficients can calculated to be Kr, = —5.97 x 10° ([cal/min])/

[m3/min]), K7 = —9.09x10% ([cal/min}/°C). The steady-state gain and time constant
can be determined to be

p=—=— =

pC, "~ m3/min

=+

Kpct 3 °C ( F UA;
V VoG,

-1
) = 11.9min

Results analysis. The solution gives an exponential relationship between time
and the variable of interest. The approximate linearized response is plotted in
Figure 3.15 along with the solution to the nonlinear model. For the magnitude of the
step change considered, the linearized approximation provides a good estimate
of the true response.

The analytical linearized approximation provides relationships between the
transient response and process design and operation. For example, since UA? > O,
equation (3.67) demonstrates that the time constant for the heat exchanger is
always smaller than the time constant for the same stirred tank without a heat
exchanger, for which r = V/F.
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FIGURE 3.16
Simplified schematic of flow through valve.

EXAMPLE 3.8. Flow manipulation

As explained briefly in Chapter 1, process control requires a manipulated variable
that can be adjusted independently by a person or automation system. Possible
manipulated variables include motor speed and electrical power, but the manip-
ulated variable in the majority of process control systems is valve opening, which
influences the flow of gas, liquid, or slurry. Therefore, it is worthwhile briefly consid-
ering a model for the effect of valve opening on flow. A simplified system is shown
in Figure 3.16, which is described by the following macroscopic energy balance
(Foust et al., 1980; Hutchinson, 1976).

Py — Py
0

F=Cy (3.69)

where C, = inherent valve characteristic
v = valve stem position, related to percent open
F = volumetric flow rate

The valve stem position is changed by a person, as with a faucet, or by an auto-
mated system. The inherent valve characteristic depends in general on the stem
position; also, the pressures in the pipe would depend on the flow and, thus, the
stem position. For the present, the characteristic and pressures will be considered
to be approximately constant. In that case, the flow is a linear function of the valve
stem position:

Py— P [P, -
F=C, °p v =K withK,=C, P°pP‘ (3.70)

Thus, linear or linearized models involving flow can be expressed as a function of
valve position using equation (3.70). This is the expression used for many of the
models in the next few chapters. More detail on the industrial flow systems will be
presented in Chapters 7 (automated valve design) and 16 (variable characteristics
and pressures).

The procedure for linearization in this section has applied classical methods to
be performed by the engineer. Software systems can perform algebra and calculus;
therefore, linearization can be performed via special software. One well-known
software system for analytical calculations is Maple™. We will continue to use
the “hand” method because of the simplicity of the models. Whether the models
are linearized by hand or using software, the engineer should always thoroughly
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